Study of Very High Energy Gamma-ray Emission from the Unidentified Source HESS J1614–518 with CANGAROO–III

Taku Mizukami
Very high energy gamma-ray observations using an Imaging Air Cherenkov Technique (IACT) have discovered more than 100 sources since the first detection of TeV gamma-rays from Crab nebula in 1989. The development of the IACT enables us to explore the site of the cosmic-ray acceleration, since very high energy gamma-rays are expected to be generated in the proximity of the acceleration site. Among those galactic TeV sources, one third of the gamma-ray sources are still unidentified gamma-ray sources. This large population indicates that they might play important role in the cosmic-ray acceleration. Thus, detailed discussion on the radiation mechanism for each source is necessary to estimate their contributions on the cosmic-ray acceleration quantitatively.

We observed one of the unidentified source, HESS J1614-518, using the CANGAROO-III imaging atmospheric Cherenkov telescope array, for 53.6 hr in 2008 May to August. Diffuse gamma-ray emission above 760 GeV with the 8.9σ level were detected. The spectrum was represented by a power-law:

\[(8.2 \pm 2.2_{\text{stat}} \pm 2.5_{\text{sys}}) \times 10^{-12} \times (E/1 \text{ TeV})^{-\gamma} \text{ cm}^{-2} \text{ s}^{-1} \text{ TeV}^{-1}\]

with a photon index \(\gamma\) of 2.4 ± 0.3_{\text{stat}} ± 0.2_{\text{sys}}, which was compatible with that of the previous H.E.S.S. observation.

By combining our result with multi wavelength data from radio to VHE gamma-ray band, I discuss the possible counterparts for HESS J1614-518 and consider radiation mechanisms based on hadronic and leptonic processes for a supernova remnant, stellar winds from massive stars, and a pulsar wind nebula, respectively.

For a supernova remnant scenario, the leptonic model gives a good reproduction of the observed spectrum with an ambient matter density \(n_p\) of 600 \(p\) cm\(^{-3}\), while there is no obvious overlapping molecular clouds. The hadronic model also shows a good reproduction of the spectrum. By assuming \(n_p = 100p\) cm\(^{-3}\), the efficiency of energy conversion to accelerate protons needed to explain observed TeV luminosity is 10% of a typical kinetic energy of the supernova explosion. In addition, I calculated the contribution of emissions from secondary electrons from \(p-p\) interactions which has not been detected yet. The detection of this radiation will be a strong evidence for the hadronic model.

For the PWN scenario, the nearby known pulsars are not responsible since the spin-down powers are insufficient to produce the observed TeV gamma-ray luminosity.

For the stellar wind scenario, Pismis 22 was required to contain two O-type stars through its entire age from energetics considerations with \(n_p = 100p\) cm\(^{-3}\), which, however, seems controversial to the NANTEN observations.

The detection of the synchrotron emission in radio to optical band from the secondary electron will be a great evidence for SNR scenario with the hadronic model.
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Chapter 1

Introduction

A final goal of my research is to clarify the origin of the galactic cosmic-ray. To explore the site of cosmic-ray acceleration, a TeV gamma-ray observation is a powerful tool since TeV gamma-rays are generated from the proximity of the particle acceleration site. While the cosmic-ray itself was bended by the interstellar magnetic field and has less information about their production site, the generated gamma-ray travels straight in the interstellar space and has more direct information about the production site.

1.1 Development of gamma-ray astronomy

Two strategies have been developed for the gamma-ray observation. One is satellite-based experiment, which detects low energy gamma-rays below $\sim$10 GeV directly out of the atmosphere. The other is ground-based experiment, which detects secondary productions from the interaction between high-energy gamma-rays above $\sim$10 GeV and atmospheric nuclei. The ground-based experiment indirectly detects the gamma-rays.

In 1970s and 1980s, the satellite-based experiments played an improtant role ahead of the ground-based experiment. By satellites like SAS-II, COS-B, and CGRO, the number of detected gamma-ray sources rapidly increases as shown in Fig.1.1. Fermi satellite launched in 2008 has been detecting more than a thousand sources, which is still increasing by further observations.

The very high energy (VHE) gamma-ray observation was introduced in 1970s by using atmospheric Cherenkov technique, which detects Cherenkov photons emitted by the high-energy gamma-ray at high altitude at the ground. Difficulty in this detection had been the identification of a primary particle. In 1980s, the introduction of imaging atmospheric Cherenkov technique (IACT) by Hillas (1985) opened a door to the next stage. In this
method, the Cherenkov photons were collected with a reflector and a shower image on the camera was parameterized to identify the primary particle. The detail of this method is summarized in Chapter 3.

Since the first detection of the VHE gamma-ray from Crab nebula by Whipple group (Weekes et al., 1989), the number of detected sources has been increasing as shown in Fig.1.1.

![Graph showing the increase in the number of detected sources over years](image)

Figure 1.1 Number of detected high energy sources against years, which is called "Kifune plot".

### 1.2 Cosmic-ray

Since the discovery of cosmic-ray by Victor Hess in 1912, the origin of cosmic-ray has remained a mystery for a hundred years. Cosmic-rays consist mainly of primary protons, nuclei and electrons, which are accelerated to relativistic energies by powerful objects. The compositions of cosmic-ray around the earth are 90% the protons, 9% He, and 1% of heavy ions and electrons. Figure 1.2 shows the energy spectrum of cosmic-ray observed by satellites, balloon, and ground based detectors. The spectrum shows the non-thermal spectrum with the power law index of -2.7 below ~1 PeV and -3.0 above ~1 PeV, and extends up to $10^{20}$eV. This broken energy is considered as the difference of its origin. Since most particles of cosmic-ray are charged particles, they were bended by the Lorentz
force by the interstellar magnetic field. The Larmor radius \( r \) of the particle is given as,

\[
r = \frac{E}{Z e B} \sim Z^{-1} \left( \frac{E}{10^{39} \text{eV}} \right) \left( \frac{B}{3 \mu \text{G}} \right)^{-1} \text{pc},
\]

where \( Z e \) is the charge of the particle, \( B \) is the interstellar magnetic field, and \( E \) is the kinetic energy of the particle. Therefore, the particle of which energy is above \( \sim \) PeV run off from the galaxy, since their Lamor radius is larger than the thickness of the galactic disk (\( \sim 300 \) pc). Here the origin of the galactic is cosmic-ray energetically estimated. A lifetime of the galactic cosmic-ray \( t_{\text{CR}} \) is obtained to be \( \sim 2 \times 10^7 \) years by a measurement of the existence ratio of \(^{10}\)Be in the cosmic-ray (Garcia Munoz et al., 1977). The lifetime is determined by the escape of the cosmic-ray from the galaxy. Since the energy density of the cosmic-ray \( \rho_{\text{CR}} \) in the galaxy is estimated as \( \sim 1 \) eV cm\(^{-3} \), the energy dissipation rate of the cosmic-ray \( L_{\text{CR}} \) is obtained as,

\[
L_{\text{CR}} = \frac{V_G \rho_{\text{CR}}}{t_{\text{CR}}} \sim 3 \times 10^{40} \text{erg sec}^{-1},
\]

where \( V_G \) is the volume of the galactic disk \( V_G \sim \pi (15 \text{kpc})^2 (200 \text{pc}) \sim 4 \times 10^{66} \) cm\(^3 \) (Gaisser et al., 1990). Supernova remnants (SNRs) are the candidate of this energy production. The rate of supernova remnants is estimated to be \( \sim 1/30 \text{yr} \sim 10^{-9} \) sec\(^{-1} \). Since a kinetic energy released by a typical supernova explosion is known to be \( \sim 10^{51} \) erg, the supernova remnants has a possibility of producing the galactic cosmic-ray from the view of the energetic aspect when the conversion rate of kinetic energy to the cosmic-ray acceleration is \( 1 \sim 10 \% \). Therefore, the detection of gamma-ray from SNRs and the discussion on its radiation mechanism are very important to discover the acceleration site of the galactic cosmic-rays.
Figure 1.2 Energy spectrum of cosmic-ray.
Chapter 2

Very high energy gamma-ray emission in the galaxy

2.1 Mechanism of cosmic-ray acceleration

The mechanism of particle acceleration was originally introduced by Fermi (1949), which is known as "Second-order Fermi acceleration". However, in this original idea, the efficiency of acceleration was quite low, which led softer accelerated particle spectrum than that of cosmic-rays.

Instead of Fermi's original idea, more efficient acceleration mechanism in the shock fronts of the SNRs was introduced by Bell (1978) and Blandford & Ostriker (1978), which is known as "First-order Fermi acceleration".

Consider a process in which a charged particle increases its energy with each collision. A mechanism of such collision is described later. The energy of the particle after $n$ collisions is given as,

$$E_n = E_0(1 + \xi)^n \approx E_0 \exp(\xi n),$$

where $E_0$ is the initial energy of the particle, and $\xi$ is the average energy gain per one collision. Considering a probability of escape of the particle from the acceleration region $P_{\text{esc}}$ per one collision, a probability of remaining in the region after $n$ collisions is obtained as $(1 - P_{\text{esc}})^n$. The number $n$ which is necessary for the particle to reach energy $E$ is obtained as,

$$n = \ln \left( \frac{E}{E_0} \right) / \ln(1 + \xi).$$

Thus, the numbers of the particles accelerated to energies greater than $E$ is calculated as,

$$N(\geq E) \propto \sum_{m=n}^{\infty} (1 - P_{\text{esc}})^m = \frac{(1 - P_{\text{esc}})^n}{P_{\text{esc}}},$$
\[
\frac{1}{P_{\text{esc}}} \left( \frac{E}{E_0} \right)^{-\Gamma},
\]
\[\text{where } \Gamma = \ln \left( \frac{1}{1 - P_{\text{esc}}} \right) / \ln(1 + \xi) \sim \frac{P_{\text{esc}}}{\xi}.\]

Thus, a power law energy spectrum of the accelerated particles was obtained.

![Diagram showing particle acceleration at a shock front](image)

Figure 2.1 Schematic view of the acceleration at the shock front in the laboratory frame.

Fig. 2.1 shows a schematic view of particle acceleration around a shock front in the laboratory frame. Suppose that the charged particles with an initial kinetic energy of \( E_1 \) come across the shock front with a velocity of \( V = \beta c \). In the rest frame of the shock front, the energy of the accelerated particles is expressed as,

\[
E' = \gamma E_1 (1 + \beta \theta_1),
\]

where the prime denotes the quantity in the rest frame of the shock front, \( \gamma \) is the Lorentz factor, and \( \theta_1 \) is the incident angle of the particle. By the multiple scattering with magnetic field in the downstream region, the fraction of particles crosses the shock front and goes into the upstream region again. The energy of the particle is expressed as,

\[
E'' = \gamma E_2 (1 + \beta \theta_2).
\]

Thus the energy gain with shock front is expressed as,

\[
\frac{\Delta E}{E_1} = \gamma^2 (1 + \beta \cos \theta_1 \beta \cos \theta_2 - \beta^2 \cos \theta_1 \cos \theta_2) - 1,
\]
where $\Delta E$ is $E_2 - E_1$. Assuming the isotropic intensity of the number of particles over the incident angles is given by $I$, the average of $\cos \theta_1$ is obtained as,

$$< \cos \theta_1 > = \frac{2 \pi \int_0^1 \cos \theta \cdot I \cos \theta d(\cos \theta)}{2 \pi \int_0^1 I \cos \theta d(\cos \theta)} = \frac{2}{3}. \quad (2.9)$$

$< \cos \theta_2 >$ is obtained to be $-2/3$ similarly. Assuming the typical velocity of the shock front is $\sim 1000 \text{ km/s}$ and thus $\beta \ll 1$, the averaged energy gain is approximated as,

$$\frac{\Delta E}{E_1} = \frac{4}{3} \frac{V_1 - V_2}{c}, \quad (2.10)$$

where $V_1$ and $V_2$ are the velocities of the upstream and the downstream region ($V = V_1 - V_2$). In the rest frame of the shock front, the flux of non-thermal particles penetrating into the shock front is given as,

$$\int_0^1 d \cos \theta \int_0^{2\pi} d\phi \frac{c\rho_{\text{part}}}{4\pi} \cos \theta = \frac{c\rho_{\text{part}}}{4}, \quad (2.11)$$

where $\rho_{\text{part}}$ is the number density of particles undergoing acceleration. The flux of non-thermal particles which escape from the downstream region is $\rho_{\text{part}} v_2$. Thus, the probability of escape $P_{\text{esc}}$ is obtained as,

$$P_{\text{esc}} = \frac{\rho_{\text{part}} v_2}{c\rho_{\text{part}}/4} = 4 \frac{v_2}{c}. \quad (2.12)$$

Therefore, the power law index $\Gamma$ of accelerated particle is calculated as,

$$\Gamma = \frac{P_{\text{part}}}{\xi} = \frac{3}{v_1/v_2 - 1}. \quad (2.13)$$

The ratio $v_1/v_2$ can be estimated by the thermo-dynamics of thermal particles. In the rest frame of the shock front, conservation of mass, momentum, and energy are described as following expression,

$$\frac{\partial \rho}{\partial t} + \frac{\partial (\rho v)}{\partial x} = 0, \quad (2.14)$$

$$\frac{\partial \rho v}{\partial t} + \frac{\partial}{\partial x} (\rho v^2 + P) = 0, \quad (2.15)$$

$$\frac{\partial}{\partial t} \left( \frac{1}{2} v^2 + E \right) + \frac{\partial}{\partial x} \rho \left( \frac{1}{2} v^2 + E \right) + P v = 0, \quad (2.16)$$

where $\rho$, $v$, $P$, and $E$ are the density, velocity, pressure, and internal energy density which is the sum of the kinetic energies of thermal particles, respectively. Assuming a steady
state \((\partial/\partial t = 0)\), the relations between the physical parameters in the upstream and in the downstream are given as,

\[
\begin{align*}
\rho_1 v_1 &= \rho_2 v_2, \quad (2.17) \\
\rho_1 v_2^2 + P_1 &= \rho_2 v_2^2 + P_2, \quad (2.18) \\
v_1 \left( \rho_1 \left( \frac{1}{2} v_1^2 + E_1 \right) + P_1 \right) &= v_2 \left( \rho_2 \left( \frac{1}{2} v_2^2 + E_2 \right) + P_2 \right). \quad (2.19)
\end{align*}
\]

Assuming the plasma behaves as an ideal gas, and using Mayer’s relation, the energy \(E\) can be described as,

\[
E = C_V T = \frac{C_V P}{n \rho} = \frac{C_V}{C_P - C_V} \frac{P}{\rho} = \frac{1}{\gamma - 1} \frac{P}{\rho}, \quad (2.20)
\]

where \(C_V\), \(C_P\), and \(\gamma\) are the molar heat at constant heat at constant volume and pressure, and the specific heat, respectively. Using the Mach number \(M = v/\sqrt{\gamma P/\rho}\) in the adiabatic gas,

\[
\left(1 - \frac{1}{r^2}\right) \gamma M_1^2 = s - 1, \quad (2.21)
\]

\[
\left(1 - \frac{1}{r^2}\right) M_1^2 = \frac{2}{\gamma - 1} \left( \frac{s}{r} - 1 \right), \quad (2.22)
\]

where \(r = \rho_2/\rho_1 = v_1/v_2\) and \(s = P_2/P_1\). Then \(r\) and \(s\) is obtained as,

\[
\begin{align*}
        r &= \frac{(\gamma + 1) M_1^2}{(\gamma - 1) M_1^2 + 2}, \quad (2.23) \\
        s &= \frac{2 \gamma M_1^2 - (\gamma - 1)}{\gamma + 1}. \quad (2.24)
\end{align*}
\]

For the case of strong shock approximation, \(1 \ll M_1\), \(r\) is calculated as,

\[
        r = \frac{\gamma + 1}{\gamma - 1}. \quad (2.25)
\]

By adopting \(\gamma\) of 5/3 for a mono atomic gas, the ratio is obtained to be 4 and corresponding index of the spectrum \(\Gamma\) is obtained to be 2, which is harder enough than the power-law index of the cosmic-ray.

### 2.2 Mechanism of gamma-ray emission

#### 2.2.1 \(\pi^0\) decay

When an accelerated nucleus comes to the bulk of matter like a molecular cloud, following nuclear reaction occurs,
\[ p + p \rightarrow \pi^\pm + \text{anything}, \]
\[ \text{or} \]
\[ p + p \rightarrow \pi^0 + \text{anything}. \]

Then, the generated \( \pi^0 \) decays as,
\[ \pi^0 \rightarrow 2\gamma, \]
and gamma-rays are generated. Detection of these gamma-rays could be a direct evidence of the cosmic-ray acceleration, since it originated from the high energy proton. \( \pi^\pm \) are also decay as,
\[ \pi^\pm \rightarrow \mu^\pm + \nu_\mu/\bar{\nu}_\mu \rightarrow e^\pm + \nu_\mu/\bar{\nu}_\mu + \nu_\mu + \bar{\nu}_\mu. \]

The generated \( e^\pm \) called secondary electron also contributes to gamma-ray emission through synchrotron, inverse Compton (IC), or Bremsstrahlung emission, which described in the following section. Since the rest mass of \( \pi^0 \) is \( \sim 134 \text{ MeV} \), the generated gamma-rays have energies more than \( \sim 70 \text{ MeV} \), which indicates that the gamma-ray observation is suitable for detecting this emission. Following Naito et al. (1994) calculation, the gamma-ray spectrum \( F_\gamma(E_\gamma) \) is given as,
\[
F_\gamma(E_\gamma) = 2 \int_{E_\pi^{\text{min}}(E_\gamma)}^{\infty} dE_\pi \frac{F_\pi(E_\pi)}{\sqrt{E_\pi^2 - m_\pi^2}} \tag{2.26}
\]
where \( E_\pi \) and \( m_\pi \) are the energy and mass of \( \pi_0 \), respectively, \( F_\pi(E_\pi) \) represents the spectrum of \( \pi_0 \), and \( E_\pi^{\text{min}} \) is the minimum energy of \( \pi_0 \). Then, \( F_\pi(E_\pi) \) can be calculated by kinematics of a collision of accelerated proton and target protons,
\[
F_\pi(E_\pi) = 4\pi n_0 \int_{E_\pi^{\text{min}}}^{E_\pi^{\text{max}}} dE_p j_p(E_p) \frac{d\sigma_\pi(E_\pi, E_p)}{dE_\pi} \tag{2.27}
\]
where \( 4\pi \) comes from the assumption of the isotropic distribution of the protons, \( n_0 \) is the density of the target protons, \( j_p(E_p) \) is the proton spectrum, \( E_p^{\text{min}}, E_p^{\text{max}} \) are the minimum and maximum energy of the proton, and \( d\sigma_\pi(E_\pi, E_p)/dE_\pi \) is the differential cross section of the proton against the pion.

Generally, the local cosmic-ray spectrum around the production site is described as a power-law spectrum with an exponential cut off as,
\[
j_p(E_p) = \frac{dN_p}{dE_p} = K_p E_p^{-\Gamma_p} \exp(-E_p/E_p^{\text{max}}), \tag{2.28}
\]
where $N_p$ is the number of the protons, $K_p$ is the normalization factor, and $\Gamma_p$ is the power law index of the proton spectrum. From the observed energy-dependence of the secondary to primary ratio of the cosmic-rays, $\Gamma_p$ near the acceleration site is expected to be harder than 2.7 which is the power law index of cosmic-rays around the earth. $\Gamma_p$ near the acceleration site is believed to have a value around 2.0 (e.g. Swordy (2001), which is also predicted by the first-order Fermi’s acceleration, while the re-acceleration model of cosmic-rays in the interstellar medium predicts a value of 2.4 (Seo & Ptuskin, 1994).

### 2.2.2 Synchrotron emission

When the charged particles come to the magnetic field, they are bended by the Lorentz force and the photons are generated. When the charged particles are extremely relativistic, the frequency of the emitted photon spectrum extends to many times higher than the gyration frequency. This radiation is called the synchrotron emission.

I describe a simple estimation of the total emission power of the electron here, following (Rybicki, 1979). The motion of the particle of mass $m$ and charge $e$ in a magnetic field $\vec{B}$ is described as,

$$\frac{d}{dt}(\gamma m \vec{v}) = \frac{e}{c} \vec{v} \times \vec{B}, \quad (2.29)$$

$$\frac{d}{dt}(\gamma mc^2) = e\vec{v} \cdot \vec{B} = 0. \quad (2.30)$$

The second equation indicates that $\gamma$ or $\vec{v}$ is the constant. Then, it follows,

$$m\gamma \frac{d\vec{v}}{dt} = \frac{e}{c} \vec{v} \times \vec{B}. \quad (2.31)$$

Separating the velocity components to the component along the magnetic field $v_\parallel$ and normal to the field $v_\perp$, it follows,

$$\frac{dv_\parallel}{dt} = 0, \quad (2.32)$$

$$\frac{dv_\perp}{dt} = \frac{e}{\gamma mc} v_\perp B. \quad (2.33)$$

Thus, $v_\parallel$ =constant. Since the total velocity $v$ is constant, $v_\perp$ is also constant. The projection of the motion of electron to the plane normal to the magnetic field is uniform circular motion. The frequency of this rotation is described as,

$$\omega_B = \frac{qB}{\gamma mc}. \quad (2.34)$$
Since the magnitude of the acceleration is
\[ a = \omega_B v_\perp, \]  
the total emitted radiation in the laboratory frame is obtained as,
\[ P_{\text{synch}} = \frac{2e^2}{3c^3} \left( \gamma^2 a \right)^2 \]  
\[ = \frac{2e^2}{3c^3} \gamma^4 \left( \frac{eB}{\gamma mc v_\perp} \right)^2 \]  
\[ = \frac{2}{3} \left( \frac{e}{mc^2} \right)^2 c \gamma^2 \beta^2 B^2, \]  
where \( \beta_\perp = v_\perp c \). For isotropic velocity distributions of electrons, the average \( \beta_\perp \) is calculated as,
\[ < \beta_\perp > = \frac{\beta^2}{4\pi} \int \sin^2 \alpha d\Omega = \frac{2\beta^2}{3}, \]  
where \( \alpha \) is the angle between the magnetic field and the velocity, which is called the pitch angle. Thus, result is obtained as,
\[ P_{\text{synch}} = \left( \frac{2}{3} \right)^2 \left( \frac{e}{mc^2} \right)^2 c \gamma^2 \beta^2 B^2 \]  
\[ = \frac{4}{3} \sigma_T c \gamma^2 \beta^2 U_B, \]
where \( \sigma_T = (8\pi/3) (e^2/mc^2)^2 \) is the Thomson cross section, and \( U_B = B^2/8\pi \) is the energy density of magnetic field.

### 2.2.3 Inverse Compton scattering

When relativistic electrons collide with low energy photons, the photons are scattered by Inverse Compton (IC) scattering.

In the electron-rest frame, the photon space distribution \( n(p) \) and the energy of the photons \( \nu \) are related as,
\[ \nu d\epsilon = n d^3p, \]  
where \( p \) is the momentum of the photons. Transformation to the laboratory frame are described as,
\[ \epsilon = \gamma' \epsilon', \]  
\[ d^3p = \gamma d^3p', \]
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where \( \epsilon' \) and \( p' \) are the energy and momentum of the photons in the laboratory frame, respectively, and \( \gamma \) is the Lorentz factor. Then, considering the term \( v d\epsilon/\epsilon \) is a Lorentz invariant,

\[
\frac{v d\epsilon}{\epsilon} = \frac{n d^3 p}{\epsilon} = \frac{\gamma n d^3 p'}{\gamma \epsilon'} = \frac{v' d\epsilon'}{\epsilon'}.
\tag{2.45}
\]

The total power emitted in the electron-rest frame is calculated from,

\[
\frac{dE'_{\text{scat}}}{dt'} = c\sigma_T \int \epsilon' \epsilon' d\epsilon',
\tag{2.46}
\]

where \( \sigma_T \) is the Thomson cross section. From the Doppler shift formula, \( \epsilon = e\gamma(1-\beta \cos \theta) \), following equation is obtained,

\[
\frac{dE_{\text{scat}}}{dt} = c\sigma_T \gamma^2 \int (1 - \beta \cos \theta)^2 e\nu d\nu.
\tag{2.47}
\]

For an isotropic distribution of the photons,

\[
< (1 - \beta \cos \theta)^2 > = 1 + \frac{1}{3}\beta^2,
\tag{2.48}
\]

since \( < \cos \theta > = 0 \) and \( < \cos^2 \theta > = 1/3 \). Thus,

\[
\frac{dE_t}{dt} = c\sigma_T \gamma^2 \left(1 + \frac{1}{3}\beta^2\right) U_{\text{ph}},
\tag{2.49}
\]

where \( U_{\text{ph}} \) is the initial photon energy density,

\[
U_{\text{ph}} = \int e\nu d\nu.
\tag{2.50}
\]

The total energy loss of the initial photon field is

\[
\frac{dE_{\text{init}}}{dt} = -c\sigma_T \int e\nu d\nu = -\sigma_T cU_{\text{ph}}.
\tag{2.51}
\]

Thus, the net energy loss of the electron or radiation by the IC scattering is

\[
< P_{IC} > = \frac{dE_{\text{scat}}}{dt} - \frac{dE_{\text{init}}}{dt} = \frac{4}{3} \sigma_T c\gamma^2 \beta^2 U_{\text{ph}}.
\tag{2.52}
\]

A ratio between synchrotron emission and IC scattering is now obtained as,

\[
\frac{P_{\text{sync}}}{P_{IC}} = \frac{U_B}{U_{\text{ph}}},
\tag{2.53}
\]

Thus, once the electron distribution and the photon field is fixed, the flux ratio of the synchrotron to IC emissions are depends only on a magnetic field.
2.2.4 Bremsstrahlung

When charged particles come to the bulk of matter, photons are emitted by an deceleration of the charged particles by the Coulomb field of the nucleus. This is called Bremsstrahlung. The cross section and the emitted power of Bremsstrahlung are same as those of synchrotron radiation. The emitted power is proportional to $1/m^2$, where $m$ is the rest mass of the charged particle. Therefore, Bremsstrahlung is more important in the accelerated electrons than the hadrons.

2.3 The galactic VHE gamma-ray sources

Continuous efforts and steady improvements on IACTs have increased the number of detected sources up to 142 (TeVCAT ver.3.100, 2012). 86 of 142 sources are regarded as galactic. Figure 2.2 shows a classification of the galactic sources. The major part of the galactic sources was a pulsar wind nebula (PWN), the second was an unidentified source, and the third was a supernova remnant (SNR). These three objects dominates 92% of the galactic sources. In this section, I review those galactic sources.

![Classification of the galactic sources](image)

Figure 2.2 Classification of the galactic sources.

2.4 Supernova Remnant

As described in Chapter 1, the SNRs have been considered to be a unique candidate of the accelerator of the galactic CRs up to 100 TeV. VHE gamma-rays have been detected
from young SNRs such as RX J1713.7–3946 (Muraishi et al., 2000; Enomoto et al., 2002a; Aharonian et al., 2006c), RX J0852.0–4622 (Katagiri et al., 2005; Aharonian et al., 2005c; Enomoto et al., 2006b), RCW86 (Watanabe et al., 2003; Aharonian et al., 2009), and SN 1006 (Acero et al., 2010) which show possible evidences of the cosmic-ray acceleration site (e.g., Enomoto et al., 2002a; Malkov et al., 2005; Uchiyama et al., 2007; Tanaka et al., 2008; Yamazaki et al., 2009). Figure 2.3 shows the gamma-ray excess map for SN 1006 obtained by H.E.S.S. group (Acero et al., 2010), for example. The VHE gamma-ray map shows very close correlation with the X-ray map. The bipolar morphology of the emission region supports a diffusive shock acceleration theory. According to the theory, efficient downstream injection of charged ions is only possible for small angles between the magnetic field and shock normal. Assuming a uniform magnetic field, a higher density of accelerated nuclei at the both poles is predicted (Ellison et al., 1995). Three different models were investigated to account for the spectral energy distribution (SED) which were shown in Fig.2.4. In a lepton model, the TeV emission results from IC scattering. In a hadronic model, TeV emission results from $\pi_0$ decay. The magnetic field is required to be higher than 120 $\mu$G, which is consistent with magnetic field amplification at the shock, indicated by X-ray thin filament structure. However, this model requires a very high energy conversion efficiency of 20% from a typical supernova kinetic energy of $10^{51}$ erg. In a mixed model for leptonic and hadronic, this problem on energy conversion efficiency was sufficiently reduced to 12%.

## 2.5 Pulsar Wind Nebula

Detections of VHE gamma-rays from PWNe such as the Crab nebula (Weekes et al., 1989) and Vela X nebula (Aharonian et al., 2006b; Enomoto et al., 2006a) have shown that PWNe also play an important role in particle acceleration in the Galaxy.

A pulsar is a fast rotating neutron star. Neutron stars are formed in a gravitational collapse type of the supernova explosion of a massive star ($M > 10M_\odot$). The typical mass and radius is $\sim 1.4M_\odot$ and $\sim 10$ km, respectively, and it supports itself against the gravitational force by a degenerate pressure of neutron. The relativistic plasma is accelerated and flows out from its magnetosphere, which is called ”Pulsar wind”. The pulsar wind collides with the interstellar matter (ISM) and forms shock wave. The charged particles are expected to be accelerated in the shock. The schematic structure of the pulsar wind nebula is shown in Fig.2.5.
Figure 2.3 Gamma-ray excess map of SN 1006 obtained by H.E.S.S. (Acero et al., 2010). The white contours correspond to a X-ray intensity as derived from the XMM-Newton flux map.
Figure 2.4 SED predicted for SN 1006.

Figure 2.5 Schematic view of a pulsar system (Aharonian & Bogovalov, 2003).
2.6 Massive Star Cluster

VHE gamma-ray emission related to the stellar clusters Cyg OB2 (Aharonian et al., 2002), Westerlund 2 (Aharonian et al., 2007), and Westerlund 1 (Ohm et al., 2010) have also been reported.

The VHE gamma-ray emission origin of the stellar cluster is rather complicated. While supernova remnants or pulsar wind nebulae of the cluster has possibility origin of the emission, it is possible for the strong and fast stellar wind from the massive stars to accelerate particles up to the VHE gamma-ray energies. In the later scenario, The stellar winds of massive stars interact with each other and lead to the formation of wind-blown bubbles, filled with a low-density hot plasma (Voelk & Forman, 1982) in which diffusive shock acceleration can occur (Klepach et al., 2000).

2.7 Binary systems

VHE gamma-rays were detected from 4 binary systems: PSR 1259−63/SS 2883, LS 5039, LS I+61 303, and Cyg X-1. The binaries consist of a compact object such as a neutron star or black hole and a companion star orbiting around the compact object. The schematic view of the binary system is shown in Fig.2.6. Modulation of the radiation is linked to the orbital motion of the binary system. Figure 2.7 shows a VHE gamma-ray periodogram of LS 5039 obtained by H.E.S.S. (Aharonian et al., 2006a). The period was consistent with the orbital period reported by Casares et al. (2005). Orbital modulation of the VHE spectrum are shown in Fig.2.8. This modulation was interpreted as the result of phase-dependent pair creation on the stellar photon field when the compact object is behind the companion star, leading to a significant absorption of the VHE flux at the superior conjunction.

2.8 Unidentified VHE Gamma-ray source; HESS J1614−518

The Galactic plane survey performed by the H.E.S.S. observatory (Aharonian et al., 2005b, 2006a) discovered seventeen unidentified VHE gamma-ray sources, including HESS J1614−518. Figure 2.9 shows the galactic objects revealed by the first galactic plane survey by H.E.S.S.. Today, unidentified sources are one of the largest class of the 142 discovered
Figure 2.6 Schematic views of the binary systems detected by VHE gamma-rays (Hinton, 2007).

VHE gamma-ray sources, most of which are located in the Galactic plane (e.g., Aharonian et al. (2005d); Abdo et al. (2007); Aharonian et al. (2008); the TeVCAT catalog, TeVCAT ver.3.100 (2012), is a useful up-to-date, on-line resource). In general, the lack of non-thermal electromagnetic radiation from the radio to the X-ray bands may be an evidence of hadron acceleration because the IC scenario requires a lower magnetic field than the typical interstellar magnetic field intensity of a few $\mu$G. Revealing the possible radiation mechanism(s) of each unidentified source is therefore important for identifying the origin(s) of cosmic rays.

H.E.S.S. reported that HESS J1614–518 had a high flux level, 25% of the Crab nebula, above 200 GeV with a photon index of 2.4 and an elliptical morphology with a semi-major axis of $14 \pm 1$ arcmin and a semi-minor axis of $9 \pm 1$ arcmin (Aharonian et al., 2006a). The peak position has an offset of 8.7 arcmin to the north-east from the central position. Figure 2.10 shows the morphology of HESS J1614–518 obtained by H.E.S.S.. Landi et al. (2007) and Rowell et al. (2008) pointed out that HESS J1614–518 may be associated with the 40 Myr-old young open star cluster Pismis 22 (Piatti et al., 2000) which is located within the VHE gamma-ray emission region at a distance of $1.0\pm0.4$ kpc and has
sufficient luminosity to produce the observed gamma-ray luminosity, assuming 20\% energy conversion from the stellar winds of ten B-type stars. However, there are several issues in identifying HESS J1614–518 with Pismis 22 since the size of Pismis 22, 2.0 arcmin in diameter, is one order of magnitude smaller than the VHE gamma-ray emission size and the location has a 12 arcmin offset from the VHE gamma-ray emission peak. In addition, there has been no detailed discussion of the radiation mechanism.

The X-ray satellite Suzaku observed this region with the X-ray imaging spectrometer (XIS) and found three X-ray sources in their follow-up observation in 2006 (Matsumoto et al., 2008). The region of Suzaku observation and the obtained X-ray map are shown in Fig.2.11 and Fig.2.12, respectively. One of these, called Suzaku source A, is located very close to the VHE gamma-ray peak position with an offset of 0.8 arcmin. The spectrum is well fitted by a single power-law model with a photon index of $1.73^{+0.33}_{-0.30}$ and a hydrogen equivalent column density of $1.21^{+0.50}_{-0.41} \times 10^{22}$ cm$^{-2}$ as shown in Fig.2.13. The distance to Suzaku source A is approximately 10 kpc, which was derived from the hydrogen equivalent column density using the total Galactic H\textsc{i} column density toward HESS J1614–518 of $\sim 2.2 \times 10^{22}$ cm$^{-2}$ (Dickey & Lockman, 1990). The size of the X-ray emission region is slightly larger than the Suzaku Point Spread Function (PSF) of 1.8 arcmin and smaller.
Figure 2.8 Phase resolved SED of LS 5039 with *Fermi* and H.E.S.S. data. The black points and dotted line represent the phase-averaged spectrum. The red points and dotted line represent the spectrum at inferior conjunction. The blue points and dotted line represent the spectrum at superior conjunction. (Taken from Aharonian et al. (2006a).)

than the size of the VHE gamma-ray region. Such a difference is also seen in PWNe such as HESS J1825–137 (Aharonian et al., 2006d; Uchiyama et al., 2009) and Vela X (Markwardt & Ogelman, 1995; Aharonian et al., 2006b) and could be explained by the difference between the synchrotron cooling time of the electrons that radiate X-rays and those that produce TeV gamma rays.

Electrons with an energy of 100 TeV radiate X-rays and immediately lose their energy by synchrotron cooling (e.g., the energy-loss timescale is \( \sim 10^2 \) yr assuming a magnetic field of 20 \( \mu \)G (Sturner et al., 1997)), while electrons with an energy of 1 TeV, which are responsible for the VHE gamma ray emission through IC scattering, are more slowly cooled by synchrotron radiation (e.g., the energy-loss timescale is \( \sim 10^4 \) yr assuming the same parameters as above) and can travel further from their source. However, the ratio between the observed VHE gamma-ray and X-ray fluxes, \( F(1-10 \text{ TeV}) / F(2-10 \text{ keV}) \) of \( \sim 34 \), is much larger than those of known PWNe — 2.6 \( \times \) \( 10^{-3} \), 0.7, and 1.5 for the Crab, MSH 15-52, and Vela X, respectively (Gaensler et al., 1999; Willingale et al., 2001;
Figure 2.9 The gamma-ray population in the galactic plane observed by H.E.S.S. (Aharonian et al., 2006a).
Figure 2.10 Left: Smoothed excess map (smoothing radius 0.09) of the region of HESS J1614–518. Right: Energy spectrum (top) and $\theta^2$ plot (bottom). Description of the $\theta^2$ plot is mentioned in analysis chapter.

Figure 2.11 Suzaku fields of view (thick boxes) overlaid on the H.E.S.S. smoothed excess map. The scale bar below the figure represents the excess. The coordinates on the exterior frame are Galactic, while the grid shows the equatorial coordinates (J2000.0).
Figure 2.12 Suzaku XIS images of the HESS J1614–518 region: (a) 0.4–3 keV and (b) 3–10 keV band.

Figure 2.13 XIS spectra of source A and the best-fit power-law model.
Gaensler et al., 2002; Dodson et al., 2003; Aharonian et al., 2004, 2005a, 2006b; Manzali et al., 2007; Nakamori et al., 2008). Nevertheless, recent studies of HESS J1640–465 (Funk et al., 2007) and HESS J1804–216 (Higashi et al., 2008) claim that this large ratio can be explained by a time-evolving electron injection model, in which the number of electrons injected into space by the pulsar decreases proportionally to the spin-down of the pulsar. On the other hand, this large ratio is also expected in an old SNR with an age of \( \sim 10^5 \) yr, because of the difference between the cooling times of electrons and protons (Yamazaki et al., 2006). I therefore discuss both a PWN scenario and an SNR scenario in Chapter 6.

Suzaku source B is positioned towards the center of HESS J1614–518 and is coincident with the position of Pismis 22. Since the hydrogen equivalent column density derived from the Suzaku spectrum is \( (1.1 \pm 0.21) \times 10^{22} \) cm\(^{-2}\), which is comparable with that of Suzaku source A, Suzaku source B may lie at a similar distance as for Suzaku source A. This source has a non-thermal X-ray emission with a photon index of \( 3.19 \pm 0.32 \). This soft index and X-ray luminosities of \( 7.7 \times 10^{34} \) ergs s\(^{-1}\) and \( 4.5 \times 10^{35} \) ergs s\(^{-1}\) in the 2–10 keV and 0.5–10 keV ranges, respectively, assuming a distance of 10 kpc, are typical values for an anomalous X-ray pulsar (AXP) (Fahlman & Gregory, 1981; Kuiper et al., 2006). The possible existence of the AXP also suggests this source as an SNR, since AXPs are usually associated with SNRs, e.g., 1E 2259+586 with CTB 109 (Fahlman & Gregory, 1981) and 1E 1841–045 with Kes 73 (Vasisht & Gotthelf, 1997). Since the position of this source is coincident with Pismis 22, there is a possibility that this emission originates from the stellar winds from the stellar cluster. Non-thermal X-ray emission from a stellar cluster was reported from Westerlund 1 (Muno et al., 2006), and TeV gamma rays were recently detected from this object (Ohm et al., 2009). However, this positional correlation may be only a chance coincidence since the estimated distances to Suzaku source B and Pismis 22 are different by an order of magnitude. Although Suzaku source B might be marginally extended, it is difficult to quantitatively estimate the spatial extension with the Suzaku PSF of 1.8 arcmin. If Suzaku source B is actually extended, additional scenarios besides an SNR could be considered, e.g., a PWN from a pulsar/AXP as discussed in Matsumoto et al. (2008), or emission from the unresolved hot stars in Pismis 22.

The other source, Suzaku source C, is a late B-type star as described in Matsumoto et al. (2008), and thus is not a possible counterpart of HESS J1614–518.

Swift observed this region with the X-ray telescope (XRT) and found six X-ray sources (hereafter Swift sources 1 to 6) (Landi et al., 2006, 2007) with a larger FoV than that of Suzaku. Figure 2.14 shows the swift source map. All these sources were point-like and no
diffuse emission was found. Two sources, Swift sources 1 and 4, are located within the field of view (FOV) of the Suzaku observation. Swift source 1 is located close to Pismis 22 with an offset of 42 arcsec. This source is also coincident with Suzaku source B. Swift source 4 is coincident with Suzaku source C. Swift sources 1, 2, 3, 5 are probably stars, while the nature of Swift sources 4 and 6 were not identified, probably due to the poor statistics. Although Suzaku source A was located in the FOV of the Swift XRT, it was not detected with Swift probably due to the limited exposure time (~1700 s) and/or the small effective area.

Figure 2.14 Swift source map for HESS J1614—514 region. The extent of HESS J1614—514 obtained by H.E.S.S. is shown by ellipse line.

The Fermi-LAT collaboration (Abdo et al., 2010a) reported the detection of gamma rays in the 100 MeV to 100 GeV band from 1FGL J1614.7-5138c positioned 2.7 arcmin away from the peak position of the VHE gamma-ray emission. Furthermore, the recent analysis for a diffuse emission applied to the Fermi data by Lande et al. (2012). They report a harder and stronger emission than the previous result as shown in Fig.2.15, although which will not change our discussion significantly.

In the radio band, no counterpart has been found in the HESS J1614—518 region; there
is no enhancement in the 843 MHz band, where the rms noise level is \( \sim 2 \text{mJy arcmin}^{-2} \) (Bock et al., 1999; Murphy et al., 2007). In this paper, we present TeV gamma-ray observations of HESS J1614−518 with the CANGAROO-III telescopes and discuss the possible counterpart and the radiation mechanism by considering multi-wavelength observations.

![Graph showing energy versus photon flux for different TeV gamma-ray sources](image)

Figure 2.15 The spectrum given by Lande et al. (2012) for HESS J1614−518 (right top).
Chapter 3

Imaging Air Cherenkov Technique

High energy photons such as X-rays or gamma-rays from the space cannot reach the ground since they are absorbed by the atmosphere. Furthermore, VHE gamma-rays are hardly detected by balloon-borne or satellites instrument due to its low flux. For example, the integral flux of Crab nebula above 1 TeV is $\sim 10^{-11}$ photons cm$^{-2}$ s$^{-1}$, which means that $10^7$ s exposure time is required for detecting a VHE photon with an effective area of 1 m$^2$. Therefore, a technique called an Imaging Air Cherenkov Technique (IACT) has been developed to detect Cherenkov photons from an Extensive Air Shower (EAS) generated by an interaction between the VHE gamma-ray and the atmosphere. In this technique, the atmosphere works as a detector. Emitted Cherenkov photons spread over $\sim 100^2$ m$^2$ radial area, and then we detect them using a reflector in this area, which gives us a typical effective area of IACT reaches an order of $10^5$ m$^2$.

3.1 Extensive Air Shower

When a high energy particle comes to the atmosphere, the particle interacts with a nucleus of the atmosphere and generates secondary particles. These secondary particles also interact with the atmosphere and generate more particles. These particles forms "shower" which is called an EAS. An EAS generated by a primary gamma-ray grows only by electromagnetic cascade. First, a primary gamma-ray photon produces a electron-positron pair. These electrons/positrons emit secondary gamma-rays by Bremsstrahlung, and then these gamma-rays produce furthermore electrons/positrons successively. By repeating these processes, the EAS is generated. Figures 3.1 and 3.2 show schematic diagrams of the EAS and a number of particles included in the EAS, respectively. Electrons/positrons lose their energy as the EAS develops. When each energy of an electron or positron is
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decreased below 84 MeV the development of the EAS stops its development since the energy-loss process becomes dominated by ionization loss rather than Bremsstrahlung below this energy. This energy is called a critical energy. The number of the particle in the EAS reaches the maximum at this energy. Cosmic-ray hadrons also generate EAS. In this case, an EAS is developed through a nuclear cascade. When a high energy hadron comes to the atmosphere, the hadron interacts with a nucleus of the atmosphere and produces high energy nucleons. These nucleons make collisions with the atmospheric nucleus and produce many species of secondary particles such as nucleons, neutral pions, charged pions and kaons. The neutral pions have a shorter decay time of $0.83 \times 10^{-16}$ sec and immediately decay to two gamma rays,

$$\pi^0 \rightarrow 2\gamma,$$

and these gamma rays generate electromagnetic cascade. On the other hand, a high energy ($\gg 10$ GeV) charged pion does not decay since their decay time is expanded by a relativistic effect and produces further particles through collision with an atmospheric nucleus. A lower energy charged pion decay into a muon,

$$\pi^+ \rightarrow \mu^+ + \nu_\mu,$$
$$\pi^- \rightarrow \mu^- + \bar{\nu}_\mu,$$

with the mean lifetime of $2.6 \times 10^{-8}$ sec. Muons decay into electron/positrons,

$$\mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu,$$
$$\mu^- \rightarrow e^- + \bar{\nu}_e + \nu_\mu,$$

with the mean lifetime of $2.2 \times 10^{-6}$ sec. Since this lifetime is long, these muons rarely decay and reach to the ground. Interactions involved in a nucleonic cascade are illustrated in Fig.3.3. There are several differences in the development of the EAS between the gamma-ray shower and nucleonic showers. First, the nucleonic shower initiates in the deeper atmosphere because of the longer interaction length than that in the radiation length. Second, nuclear cascades have larger transverse momenta than these of electromagnetic cascades. Thus, the nucleonic shower is extended more transversely than that of the gamma-ray shower. We can distinguish the gamma-rays from the background hadrons by these features.
Figure 3.1 **Left:** Schematic diagram of an electromagnetic cascade shower. **Right:** Simple model of an electromagnetic shower. $R = \xi/\rho$ is a radiation length of electrons/positrons or a mean free path of a gamma ray, with a dimension of the length.

Figure 3.2 The number of particles in an EAS by gamma rays.
3.2 Cherenkov Radiation

When a charged particle has a larger velocity than that of light in a medium with a reflective index of \( n \), it radiate photons. This radiation is called Cherenkov radiation. The radiation is explained by a polarization of molecules of the medium.

When a charged particle runs across a medium, the temporal electric dipoles in the medium are induced. When the velocity of the charged particle is less than light velocity in the medium \( c/n \), the arrangement of these dipoles are symmetrically around the position of the charged particle as shown in Fig.3.4. This is because the electric field around the charge particle propagates in the medium faster than the particle motion. Because of the symmetric arrangement, there is no net polarization of the medium in larger scale and no radiation is emitted. On the other hand, when the particle has a velocity larger than the speed of light in the medium, no temporal dipoles arises in the region ahead of the particle motion as shown in Fig.3.4. Since the electric field cannot propagate faster than the particle motion, the net polarization is produced along the path of the particle and consequently emits photons when temporal dipoles recover. These radiations are coherent and form a shock-like wave front as shown in Fig.3.4. From this geometry of this emission,
the Cherenkov radiation is only observed in a particular angle,

\[ \cos \theta = \frac{1}{n\beta}, \]  

(3.1)

where \( \beta = v/c \). This angle is called Cherenkov angle.

(a) \( v < c/n \)  
(b) \( v > c/n \)  
(c) 

Figure 3.4 Polarization set up in a dielectric when a charged particle passes through.  
- **a**: Low velocity.  
- **b**: High velocity.  
- **c**: Huygens construction to illustrate coherence and to obtain the Cherenkov angle \( \theta \).

The threshold of the emission of Cherenkov light depends on the refractive index of the atmosphere. At the wavelength of 400 nm for example, the refractive index of the atmosphere at the temperature of \( T \) [K] is given by

\[ n = 1.0 + 0.000296 \left( \frac{x}{1030 \text{g cm}^{-2}} \right) \left( \frac{T}{273.2 \text{ K}} \right)^{-1}. \]  

(3.2)

where \( x \) is the atmospheric depth in g cm\(^{-2}\), and \( T \) is the atmospheric temperature expressed as \( T = 204 + 0.091x \) [K] (Hillas, 1985). The atmospheric refraction index at the sea level is \( n \approx 1.000283 \), and the corresponding Cherenkov angle (\( \theta \)) is obtained to be \( 1^\circ.36 \) for the relativistic (\( \beta = v/c \approx 1 \), \( v \) is the velocity) particle. From the condition of \( \cos \theta \leq 1 \), the minimum energy of the particle emitting the Cherenkov radiation in the medium \( E_{\text{min}} \) is written as,

\[ E_{\text{min}} = \frac{mc^2}{\sqrt{1 - \beta_{\text{min}}^2}} = \frac{mc^2}{\sqrt{1 - n^{-2}}}, \]  

(3.3)
For the refractive index of $n = 1.000283$, the minimum energy is obtained to be 21.5 MeV and 39.4 GeV for an electron and a proton, respectively. This energy depends on the altitude, because of the dependency of $n$ which is shown in Fig.3.5.

![Graph showing the variation of Cherenkov threshold energy with depth in atmosphere.]

Figure 3.5 The variation with the depth in the atmosphere of different property of the Cherenkov radiation related to electrons (Logair, 1992).

The energy loss by the Cherenkov radiation per unit path length is expressed as

$$ \frac{dE}{dl} = \frac{z^2 e^2}{c^2} \int_{\beta n > 1} \left( 1 - \frac{1}{\beta^2 n^2} \right) \nu d\nu, \quad (3.4) $$

where $ze$ is the particle charge and $\nu$ is the frequency of Cherenkov radiation (Jelly, 1958). Thus, the number of the Cherenkov photons emitted while the particle moving a unit length $dl$ in the medium is given as

$$ \frac{dN}{dld\lambda} = 2\pi \alpha z^2 \frac{1}{\lambda^2} \left( 1 - \frac{1}{\beta^2 n^2} \right), \quad (3.5) $$

where $\lambda$ is the wavelength of Cherenkov radiation $\lambda = 1/c\nu$.

### 3.2.1 Cherenkov Light Observation

I describe the observation of the Cherenkov light from an EAS on the ground here. As calculated in the previous section, with refraction index at high altitude $n(10 \text{ km}) \sim 1.0001$, Cherenkov photons are emitted within the Cherenkov angle of $\theta_c \sim 0.014 \text{ rad}$. 
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Then, at the sea level, Cherenkov photons spread over \( \sim 140 \) m radial pool. At the lower altitude, \( n \) gets larger and it makes \( \theta_c \) larger. A radial profile of the Cherenkov photons are shown in Fig.3.6. A result of a Monte-Carlo simulation of an electromagnetic shower triggered by a 1 TeV gamma-ray is shown in Fig.3.7 (top). The radial profile has a flat photon density within 150 m radius and extends over 250 m. A result from an EAS triggered by 3 TeV proton is shown in Fig.3.7 (bottom) for a comparison. The distribution of the Cherenkov photons is not symmetric and varies event by event in the proton triggered EAS. Figure 3.8 shows the energy dependence of the Cherenkov photon density from gamma-rays of different energies. While the size of the light pool is independent of the initial energy, the photon density depends on the initial energy. Thus, we can estimate the initial energy from an only fraction of Cherenkov photons. By defining the effective area of the VHE gamma-ray detection as a circle of a 150 m radius, it is obtained to be \( \sim 10^5 \) m\(^2\) which is much larger than that of satellites or balloons.

![Figure 3.6](image)

Figure 3.6 A sketch of Cherenkov light on the ground. (a) Cherenkov light emission at different atmospheric heights, changing \( \theta_c \), due to the variation of the refraction index of atmosphere. (b) The photon density distribution at the ground level ignoring multiple Coulomb scattering of electrons.

The major backgrounds in the ground-based gamma-ray observation are the cosmic-ray protons. For example, the Crab nebula, which is known as a brightest steady TeV gamma-ray source, emits TeV gamma-rays with the integral flux of \( \sim 10^{-11} \) cm\(^{-1}\) s\(^{-1}\) above 1 TeV. At the same time, the background cosmic-ray proton flux is known as \( \sim 10^{-5} \) cm\(^{-2}\) s\(^{-1}\) str\(^{-1}\). Assuming the field of view (FoV) of a Cherenkov telescope with a
Figure 3.7 Distribution of the Cherenkov light on the ground. Top: An EAS by a 1 TeV gamma-ray. Symmetric and uniform density spreads until 150 m radius. Bottom: An EAS by a 3 TeV proton. More complicated structure can be seen compared with the top panels.
few degrees $\sim 10^{-3}$ str, a gamma/hadron ratio is estimated to be $\sim 10^{-3}$. Thus, we must reject the background proton effectively. For the background rejection, the method called imaging technique which is established by the Whipple group is widely used. Cherenkov lights from an EAS are collected by a reflector and recorded by a imaging camera at the focal plane as shown in Fig.3.9. The image on the camera tells us how the EAS has developed both in longitudinal and lateral directions. Since the developments of gamma-ray induced EAS and cosmic-ray induced EAS are different as described above, their images on the camera are also different. The simulated shower images of a 1 TeV gamma-ray and 3 TeV proton are shown in Fig.3.10, in which the image of a gamma-ray EAS is more compact and pointing the source direction in the FoV. On the other hand, the image of a cosmic-ray EAS has no information of the direction in the FoV. To select a gamma-ray from a cosmic-ray event, Hillas (1985) approximated the images with an ellipse and parameterized the image shape. These parameters are called "Hillas parameters", and are written in terms of moments of the light intensity distribution. Figure 3.11 represents the Hillas parameters (WIDTH, LENGTH, and DISTANCE) on a shower image. WIDTH and LENGTH are standard deviations of the distribution of the light intensity along the major and minor axes, respectively. DISTANCE is an angular separation between the source position and the center of gravity of the image. Numerical definitions of these parameters are described in App. A. Although there are other parameters used in Hillas (1985), we used only these three parameters in our analysis.

The array of IACTs provides better angular and energy resolutions than those of a single IACT. The array of IACTs receives the Cherenkov lights from an identical EAS simultaneously, which is called a stereoscopic observation. While the single image of the shower cannot determine the arrival direction of the shower, a stereoscopic observation can determine the arrival direction event by event since the multiple images of the single shower from different directions enables us to reconstruct of 3D image of the shower. Intersection point of the image major axes tells the arrival direction event by event as shown in Fig.3.12. At the same time, the intersection points on the ground coordinate represents an impact position of the shower which is defined as the intersection between the ground and an extrapolation of the path of the primary particle as shown in Fig.3.13. A larger distance between the telescopes gives better angular resolution as shown in Fig.3.14. However, the distance is limited by the size of the Cherenkov light pool, and the larger distance makes the detection efficiency smaller. The relationship between the angular resolution and the number of telescope is shown in Fig.3.15. Since the present
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IACTs have a large mirror size over 10 m, the Cherenkov light from the cosmic-ray muons are also detected. Cherenkov light from the muon event directly arrive at the telescope as shown in Fig.3.16. It is detected as a ring or an arc image on the camera. Only Cherenkov photons radiated below $2r / \tan \theta_c$ are received by the reflector, where $2r$ is a diameter of the mirror. This means that the maximum height of detectable Cherenkov light is $\sim 1000$ m, which is independent of the energy of the muon. Thus, the Cherenkov photons from the muon distribute in 20–30 m circle on the ground. When the distance between telescopes are set to 100 m, the Cherenkov photons from the muon do not hit multiple telescopes simultaneously. Thus, the background-muon event can be rejected in stereoscopic observation from this feature.

![Graph](image1.png)  
Figure 3.8 Energy dependence of the Cherenkov light density on the ground.

![Diagram](image2.png)  
Figure 3.9 A Schematic of geometry of a shower and a Cherenkov telescope.
Figure 3.10 Shower images on the camera of CANGAROO-III. **Left:** a shower initiated by 1 TeV gamma-ray, **Right:** by 3 TeV proton. Grey circles indicate pixel of the camera.

Figure 3.11 Definition of the image parameters. The small circles indicate the PMTs and the color bar represents the value of ADC count in each pixel.
Figure 3.12 Determination of shower orientation angle (left) and impact position on the ground (right) by two telescopes.

Figure 3.13 Schematic of stereoscopic observation and the three-dimensional reconstruction of a shower.
Figure 3.14 Angular resolution and the pitch of telescopes (Hara, 1999).

Figure 3.15 Angular resolution and the number of telescopes (Hofmann et al., 1999).

Figure 3.16 Schematic of muon triggered event and observed event by CANGAROO-III (Adachi, 2005).
Chapter 4

CANGAROO-III telescope and Observation

4.1 CANGAROO experiment

CANGAROO is an acronym of Collaboration of Australia and Nippon for a GAmma-Ray Observatory in the Outback. The observation site is located near Woomera, Australia at 136°48' E, 31°06'S and 160 m above sea level, where Galactic objects can be observed with small zenith angles. From 2002 three 10 m telescopes, CANGAROO-III telescopes, were constructed with several instrumental improvements from previous telescope (CANGAROO-II, T1). The geometrical distribution of the telescope array is shown in Fig.4.2. These three telescopes, hereafter T2, T3, and T4, have an identical hardware configuration. I describe the specifications of T2, T3, and T4 in this section.

![Figure 4.1 Position of the observation site of the CANGAROO-III, Woomera.](image-url)
Figure 4.2 Geometrical distribution of CANGAROO-III telescope array.

4.1.1 **Reflector**

The CANGAROO-III telescope has 114 segmented reflectors with a radius of 39 cm on its parabolic flange. The total reflection area is $\sim 57 \text{ m}^2$. The mirror mount and adjustment system are shown in Fig.4.3. The parabolic arrangement has a merit in the conservation of photon arrival timing comparing to Davies-Cotton layout (Davis & Cotton, 1957). The maximum fluctuation in the photon arrival timing from different portions of our paraboloid design with a diameter of 10 m was less than 0.2 nsec (Kawachi et al., 2001) while Davies-Cotton 10 m reflector ($f/0.7$) is 6 nsec (Lewis, 1990).

Each mirror is manufactured as a spherical mirror made of glass fiber reinforced plastic (GFRP). An FRP segment was suitable for our telescope which placed outside in the desert, since an FRP segment was quite light and durable, although had almost the same strength as conventional glass one with 80% reduced weight. FRP mirrors are formed by molding, pressured in an auto-clave. The cross section and appearance of the mirror are shown in Fig.4.4 and 4.5. Surface of the mirror was coated by aluminized polymer sheet, which has nearly 90% reflectivity at a wavelength of $\sim 300 \text{ nm}$. The reflectivity was measured immediately after manufactured (Yuasa, 2006). The result of the measurement is shown in Fig.4.6. Curvature radii of produced segments were distributed within $16.6 \pm 0.6 \text{ m}$. The mount base of the mirrors on the reflector frame has two degree of freedom, position to be set and a rotation angle. These parameters were
determined, in order to obtain the best total image quality, using a Genetic Algorithm (GA) based program (Ohishi, 2002, 2005).

Figure 4.4 A cross section drawing of a FRP segment.

Figure 4.5 GFRP mirror segment with 80 cm diameter and 5 kg weight.

A total spot size of the whole reflector was measured using bright stars. No significant deterioration of the image due to the gravitational deformation was found (Ohishi, 2002; Kawachi et al., 2001). Fig. 4.7 shows an image of a bright star taken by a CCD camera. The spot sizes which are obtained from the fitting of the image by Lorentzian are summarized in Table 4.1. These values are used in Monte-Carlo simulation of the telescopes.
Figure 4.6 Reflectivity of FRP mirrors just after manufactured. Blue line shows that of T2–4 (Yuasa, 2006).

Figure 4.7 A total optical spot-size measurement (Kiuchi, 2004). Left: A CCD image of a reflected bright star. Right: A projection of the image to X-axis. The solid curve represents a result of a fitting by Lorentzian function. (Taken from Ohishi (2002).)

Table 4.1 Optical spot size of the telescopes used in 2008 observation.

<table>
<thead>
<tr>
<th>Telescope No.</th>
<th>Optical spot size (FWHM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3</td>
<td>0°.10</td>
</tr>
<tr>
<td>T4</td>
<td>0°.10</td>
</tr>
</tbody>
</table>
4.1.2 Imaging Camera

Photo-multiplier tubes (PMT) were used to convert the Cherenkov photons which have a very narrow pulse width $\leq 10$ ns and a spectrum peaked at the short wavelength (blue/UV) to electric signal. The CANGAROO-III camera consists of 427 PMTs with a diameter of 3/4 inch. All the PMTs were arranged in a hexagonal close packing with a light-collimating cone on the front of the photodetector as shown in Fig.4.8. The field of view is 4$^\circ$.0 (full angle), and the pixel size in angle is 0$^\circ$.168. A camera apparatus, of which weight is $\sim 120$ kg, is fixed inside the camera-support cylinder, which is attached to a ring at the focal plane supported by four steel stays. The 28 m signal cables from the camera were connected to the electronics hut at each telescope. A 3/4 inch PMT, HAMAMATSU R3479 (Fig.4.8 right), was selected. To enhance the sensitivity of shorter wavelength, UV glass window was adopted. The measured quantum efficiency of R3479 photo cathode is shown in Fig.4.10. The PMT signal is amplified by a high-speed preamplifier (Maxim MAX4107) before the 28 m-long transmission. The gains of all PMTs were calibrated in the laboratory using one-photon signal emitted from a fast blue LED before the installation. The gain fluctuation in whole the camera was less than 1% in the laboratory. A linearity between input and output photoelectrons was maintained up to 200 photoelectrons as shown in right panel of Fig.4.10. Time resolution of the PMT was measured as 0.94 ns (1$\sigma$) at 30 photoelectrons (Kabuki et al., 2003). The PMT gain distribution and timing characteristics are measured and corrected by adjusting a high voltage through software in every observation. High voltages (HV) are supplied on each PMT using a HV supplier module, CAEN SY527 and A392. This module can set a different voltage to the individual PMT. The voltage for each PMT is controlled via a CAENET VME-bus controller, CAEN V288, with a GUI-based software. This software calculates positions of stars in the FoV every second and has an optional function which turns off HVs around bright stars. We used a threshold magnitude of 4.0 mag and radius of 0$^\circ$.2 FoV turning off HVs.

4.1.3 Electronics and Data Acquisition System

The signals from the camera are fed to the electronics hut in each telescope through twist pair cables of which length is 28 m. The signals are at first fed to DSM (Discriminator Scalar Module) in the electronics hut. DSM can deal 16 channels per board and generates four signal outputs, two analog outputs for ADC and TDC, and two signals for trigger
Figure 4.8 **Left**: A front view of the CANGAROO-III camera. **Right**: HAMAMATSU R3479, used as camera pixels of CANGAROO-III.

![Figure 4.8](image)

Figure 4.9 **Left**: Measurements of quantum efficiency as a function of wavelength. Results for 10 individual PMTs are overlaid (Kabuki, 2004). **Right**: Linearity of R3479 with the preamplifier (Kabuki, 2004).

![Figure 4.9](image)
Figure 4.10 Measured reflectance of the light guide (Kabuki, 2004).

decision. The block-diagram and grouping of the DSM are shown in Fig.4.11 and 4.12. The input signal is amplified by two-stage ope-amp (CLC400) and splatted to the four signals. First signal is fed to charge integrated ADC. The ADC has 32 signal inputs and the input signal are delayed 150 ns by a delay chip on the board. When a trigger signal is inputted, the charge is integrated and recorded. A second signal is summed signal for 16 channel of DSM board. This signal is fed to the trigger decision circuit as ASUM (Analog SUM) signal. Third and fourth signals are fed to updating discriminator and non-updating discriminator, respectively. The threshold level of these discriminators can be changed by remote control through VME. The signal from the updating discriminator is fed to multi-hit TDC. This TDC has 64 channel inputs with the time resolution of 0.78 ns. The TDC records both a leading edge and trailing edge of the signal. The signal from the non-updating discriminator is splatted to two signals. One is fed to 12 bit scaler to record the effect of NSB or star light on PMT. One is summed for 16 channels of DSM board and fed to trigger decision circuit as LSUM (Logic SUM) signal.

I describe the trigger decision here. The Cherenkov light from the EAS hits multiple PMTs of the camera. For a lower energy primary particle, the EAS is smaller and number of hit PMTs is also smaller. From our Monte-Carlo simulations for the CANGAROO-III telescope, about 10 PMTs will be hit for 100 GeV gamma-ray shower and light amount of PMT at the image center are 8-10 photoelectrons/PMT. On the other hand, NSB photons hit PMT at random with a light amount around 5 photoelectrons/PMT, estimated from
Figure 4.11 A block diagram of the DSM.

Figure 4.12 A grouping of camera pixels. Numbers represents corresponding IDs of the DSM.
Jelly’s equation (Jelly, 1958). By using these differences, we can remove an effect of NSB setting a hardware threshold in the trigger decision. In CANGAROO-III telescope system, we use ASUM and LSUM signals in the trigger decision. Schematics of the trigger decision is shown in Fig.4.13. One telescope has 27 DSM boards. All the LSUM output of the DSM boards are summed and fed to the discriminator (CAEN v895) operated in non-updating mode. One LSUM signal has information of the number of PMTs which exceed the threshold level in one DSM board. Thus, the threshold level of this discriminator corresponds to the number of the PMTs for one telescope. This threshold level is called NHIT. We typically use the threshold to generate LSUM signal as 5-6 photoelectrons and NHIT as 4 hit PMTs. A threshold level for ASUM is set for each DSM unit, of which has information of light amount for each DSM board. We put a threshold level for a sum of all ASUM signals in a telescope which is called NBOX. When a signal is passed all these threshold levels, a gate signal for ADC, a stop signal for TDC, a time recording trigger signal for GPS, and a trigger signal for a stereo trigger system are generated. When the telescope is in ”Local trigger mode”, the interrupt signal is immediately generated and the recorded information is readout. When the telescope is in ”Global trigger mode”, the interrupt signal is generated only after a signal from the stereo trigger system is returned.

Here I describe the stereo trigger system. The purpose of the stereo trigger system is lowering the hardware threshold level without increasing the deadtime of DAQ system. As lowering the threshold level, the number of hit PMTs by the NSB or single muon event drastically increases. Then, when using only the local trigger mode, the deadtime will rapidly increases. In the stereo trigger system, we reject these noise events using the difference of the Cherenkov light extent from EAS and muon event. In the stereo trigger system, only when the event trigger signals from several telescopes are coincided, the system returns the event signal to each telescope. Figure 4.14 shows schematic view of the stereo trigger system. When the local trigger condition is fulfilled in each telescope, the signal is fed to the stereo trigger system by the optical cables. The coincidence decision is made within 650 nsec, considering a difference of light path from the EAS to each telescope. When two or three telescopes are coincided, the trigger signals for the interrupt are returned to each telescope with the event number. This number of the telescope in coincidence decision can be changed readily. When the local trigger is generated, the local trigger system is stopped by VETO signal. When the stereo trigger is not generated within 5 μs after the local trigger generation, the DAQ system is cleared without data readout. Figure 4.15 shows the timing chart of the trigger system.
Figure 4.13 Logic of local trigger. Either coincidence of NHIT and NBOX discrimination or GPS pulse generates the local trigger of individual telescopes.

Figure 4.14 Concept of Global Trigger System (GTS).
Figure 4.15 Timing chart of the trigger system. **Left:** The stereo coincidence is approved. **Right:** The stereo coincidence is not approved.
4.2 Telescope performance

4.2.1 Muon analysis

Determination of light collecting efficiency for each telescope is very important to simulate the gamma-ray events. The light collecting efficiency is defined as,

\[(\text{Light collecting efficiency}) = (\text{Reflectance of the mirror}) \times (\text{Reflectance of the light guide}) \times (\text{Transmittance of the photoelectric surface of PMT}).\]

Since amount of Cherenkov photons from a single muon is almost constant, those muon events are used as a probe of the light collecting efficiency. \(\text{Size/Arclength}\) of the muon ring is a good parameter, where \(\text{Size}\) is the total photoelectrons of the muon event and \(\text{Arclength}\) is the arclength of muon ring in the FoV. We have carried out the muon observation more than 8 hr each month. Since the Cherenkov photons from the muon event are radiated at a height of \(\sim 200\) m, this observation run was able to conduct in even the cloudy night. Because the muon event gives a ring like shape on camera as shown in Fig.3.16, it was selected by its shape. Figure 4.16 shows the time variation of the \(\text{Size/Arclength}\). The vertical scale is normalized to the initial \(\text{Size/Arclength}\) value to be unity. Because of dusts and deterioration on the mirror, the light collecting efficiency of each telescope has gradually decreased. During 2005, the light collecting efficiency of T2 was hardly determined, since no muon events were remained after the muon selection analysis. Then we carried out mirror cleaning 2005, and then the light collecting efficiency of T2 had been recovered once. However, the efficiency has not been determined again since 2008 summer. Thus, I did not use T2 data for following analysis in this thesis, and only T3 and T4 data were used.

4.3 Observation of HESS J1614-518

4.3.1 Observation Mode

It is important for IACTs to estimate the background events still remained after applying the image cleaning. A conventional method to estimate the hadron events in the final data is ON–OFF subtraction. We have needed a long ON/OFF run for a long time since this experiment started in 1992. In this method, the OFF run was carried out by tracking a same pass in the sky as the ON run in the same night. Thus, OFF run has a same elevation/azimuth distribution as that of the ON run. While this mode sometimes
reduces the ON run time to take a OFF run in the same night, a Wobble mode which was developed for the stereo observation by HEGRA group succeeded in taking the OFF data simultaneously during the ON run. In this observation mode, the pointing position of the telescope has an offset of ±0.5 degree by declination from the target position in order to reduce the effect of inhomogeneous acceptance in the FoV. The offset is switched periodically (20 minutes for CANGAROO-III, 14 min for H.E.S.S., for example), which is the reason of this naming "Wobble". The OFF data are taken from the events which have an intersection point in the OFF region in the FoV. The OFF region are determined as a ring region background and wobble opposite position as shown in Fig.4.17. The ring region has an advantage in statistic of background event due to its large region size, which is now widely used in the IACTs. A wobble opposite position is taken to estimate a systematic error in Chapter 5.

4.3.2 Observation of HESS J1614-518

The observation of HESS J1614-518 were carried out from May to August in 2008 using the Wobble mode. The stereo trigger mode was used as a trigger mode. The pointing position were offset by ±0.5 degree from the center position of HESS J1614-518 reported by H.E.S.S. group in declination or right ascension, and changed every twenty minutes, in order to suppress position-dependent effects on the camera due to stars. The observation
Figure 4.17 Wobble position and BG region. (Left:) Ring background. (Right:) Opposite background.

Table 4.2 Observation time and Livetime of HESS J1614–514 observations.

<table>
<thead>
<tr>
<th>Month</th>
<th>Obs. time (min)</th>
<th>Livetime (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008 May</td>
<td>987</td>
<td>862</td>
</tr>
<tr>
<td>2008 June</td>
<td>1535</td>
<td>1297</td>
</tr>
<tr>
<td>2008 July</td>
<td>1010</td>
<td>868</td>
</tr>
<tr>
<td>2008 August</td>
<td>238</td>
<td>189</td>
</tr>
<tr>
<td>Total</td>
<td>3770</td>
<td>3217</td>
</tr>
</tbody>
</table>

time and livetime are shown in Table 4.2. The zenith and azimuth distributions are shown in Fig.4.18.

4.4 Monte-Carlo Simulation

For the IACTs, it is difficult to obtain the pure gamma-ray event data, since there is no artificial source providing TeV gamma-rays. In order to calibrate and distinguish the gamma-ray events, we have to know what image a gamma-ray of the specific energy would make on the camera of our telescope. Therefore, I need the detailed study using Monte-Carlo (MC) simulation.

We are developed a simulation of EASs based on GEANT 3.21. GEANT was developed in CERN and provides detector descriptions and simulation for high energy particle
interactions. The simulation code mainly consists of four components; the generators of primaries and medium of the atmosphere, the particle interaction description, Cherenkov photon generation, and the telescope response. In the medium description, the atmosphere is divided into 80 layers with an equal thickness of \( \sim 12.8 \, \text{g/cm}^2 \), which is less than a half radiation length. The dependence of the air shower simulation results on the number of these layers was checked by changing the number of layers, and was confirmed to be less than 10%. In order to evaluate the effect of the number of layers in our simulation, we plotted the mean value of WIDTH distribution by changing the number of layers in Fig. 4.19. From this result, the effect of the numbers of layers is almost negligible if we divide the atmosphere into more than 30 layers. The geomagnetic field at the Woomera site was also included; 0.253 G in horizontal and 0.520 G in vertical directions and 6.8 degree from the South.

As for particle tracking in the simulation, the lower energy threshold for a particle transport was set at 20 MeV, which is quite less than the Cherenkov threshold energy of electrons at normal temperature and pressure. In order to save CPU time, only particles whose direction is within a certain degree from the telescope optical axis were selected for tracking to the ground and generate Cherenkov photons. The number of Cherenkov photons generated in the simulation is estimated from the Frank-Tamm formula, and then reduced by multiplying the atmospheric transmittance and PMTs quantum efficiency in advance. Then Cherenkov photons are generated within the calculated Cherenkov angle. As for the atmospheric transmittance, simple Rayleigh-scattering length of \( 2970 \times \)
Figure 4.19 Mean value of \textit{WIDTH} distribution by changing the number of the atmosphere layers in Monte-Carlo code.

\((\lambda/400 \text{ nm})^4 \text{ g cm}^{-2}\) was used in this simulation. As for quantum efficiency, 21 sampling points between 189 nm to 672 nm and for reflectivity 6 sampling points between 200 nm to 800 nm are used to estimate the efficiency. For survived Cherenkov photons, the reflection on the multi-mirror telescopes is calculated assuming perfectly accurate spherical mirror. Photon distribution on the imaging camera is obtained by imposing Gaussian blur with proper width, which is estimated from the muon calibration described below. Every photon is accumulated in finite size PMT pixels.

Night sky background (NSB) photons which were calculated from Jelley’s value had also been added to the Cherenkov signals as noises. Nevertheless, since the Jelley’s value is just an typical value, I carried out the NSB measurement using 500 MHz flash ADC instead of the charge ADC. Figure 4.20 shows the waveform of the signal from the PMT. The waveform was distorted by the NSB when the camera lid was opened. Figure 4.21 shows the value of NSB on the galactic plane and off the plane. Considering the charge ADC gate width of 100 ns, the NSB value is obtained to be 8 p.e. for on-plane and 4 p.e. for the off-plane. Since the value of on-plane is larger than the Jelly’s value of 4 p.e., I used 8 p.e. in the MC simulation for HESS J1614—518 which located on the galactic plane.
Figure 4.20 Waveform of PMT signal. **Left:** Obtained with the camera lid opened. **Right:** Obtained with the camera lid closed.

Figure 4.21 Result of the NSB measurement.
Then the response for the Cherenkov photons in each PMT is simulated including electronics modules. The hardware trigger condition is approximately reconstructed in the simulation. Units of outputs of the simulation are perfectly matched to the calibrated real data, and hence both can be analyzed by the same program constructed by the users.
Chapter 5

Analysis

The standard analysis of the CANGAROO-III collaboration (Enomoto et al., 2006a; Kabuki et al., 2007) based on imaging parameters and Fisher discriminant method was applied to the data. Here we describe an outline of the analysis from a raw data to the estimation of the differential flux and morphology.

5.1 Calibration for Cameras and ADCs

The calibrations for the cameras and ADCs were carried out each night using blue-light LEDs. For the calibration data, recorded charges of each pixel in the cameras were converted from ADC channels to the number of photo-electrons. The LEDs were installed in camera shelters. The shelters were completely insulated from external lights by lids. There was a screen on the inner side of the lid, on which particular pattern was printed, to distribute the lights from the LED uniformly on the camera. Lights from the LED are reflected on the screen and uniformly illuminate the PMTs. The LEDs were driven by a pulse generator (AGILENT, 33250A) operated by on-line and flashed with a frequency of 140 Hz and a pulse width of 20 nsec. A synchronized signal from the pulse generator was recorded. After acquiring about 10000 events, the LEDs were turned off and another 10000 events data was recorded as a pedestal data. Using a following relationship,

\[ \frac{\sigma_{\text{p.e.}}}{\mu_{\text{p.e.}}} = \frac{\sigma_{\text{ADC}}}{\mu_{\text{ADC}} - \mu_{\text{pedestal}}}, \]  

(5.1)

the conversion factor from the ADC channel to the number of photoelectrons was determined, where \( \sigma \) and \( \mu \) are the standard deviation and mean value, respectively, and the subscripts ”p.e.”, ”ADC”, and ”pedestal” correspond to the distributions obtained at the conversion, the LED run, and the pedestal run, respectively.
5.2 Timewalk corrections

Timewalk corrections for TDC data were carried out from data taken by changing the luminosity of the LEDs. Since photons from the single EAS arrive the cameras within \( \sim 10\) nsec, the timing information of each pixel is required to have an accuracy of \( \sim 1\) nsec in order to use in analysis. When using a fixed threshold level, timing of the signal usually varies depending on its pulse heights of the input signal. This phenomenon is called "timewalk". The schematic of the timewalk is shown in Fig.5.1. Before the observation, the calibration data for the timewalk corrections was carried out daily. The LED set at the center of the telescope dish was flashed with a random luminosity by the pulse generator, and about 20,000 events data were taken. After the data acquisition, another 10,000 events of pedestal data were taken without the LED flash. From an obtained correlation between the ADC channel and the TDC channel, we correct the timing information. One data set of the obtained correlation was shown in Fig.5.2. Since the integrated charges of ADC have a correlation with the pulse height of the LED, the difference between the arrival time and the absolute time of LED flash, \( (\Delta T)\), is estimated. Assuming a Gaussian shape for the input pulse waveform, the following equation is obtained as

\[
\Delta T^2 = a \log(C - C_0) + b. \tag{5.2}
\]

Here \( C \) and \( C_0 \) are the recorded ADC value for the LED flashing data and pedestal data, respectively. \( a \) and \( b \) are constants determined from the data. Thus, TDC data are corrected as follow,

\[
T' = T - \sqrt{a \log(C - C_0)}. \tag{5.3}
\]

Here \( T' \) and \( T \) are corrected and measured TDC data, respectively. Figure 5.3 shows the distributions of the arrival time of the whole PMTs before and after the correction. The deviation was made to be smaller by the correction.

5.3 Image Cleaning

In IACT, a signal is strongly contaminated by NSB which are observed as a constant pedestal in Fig.5.3. Then, an image cleaning is necessary before calculating "Hillas parameters". In order to reduce the NSB efficiently, cluster cut, ADC cut, and TDC cut were applied to the recorded data.
Figure 5.1 The schematic of timewalk (Nakamori, 2008). The timing information varies with the pulse height of input signals, while the actual photon arrival timing is same.

Figure 5.2 An example of the correlation between ADC channels and TDC channels (Nakamori, 2008).
Figure 5.3 Distributions of arrival time of whole PMTs, top: before and bottom: after the correction (Nakamori, 2008).
CHAPTER 5. ANALYSIS

Since a shower image is tend to concentrate like a cluster, a separated or isolated hit PMTs are able to regard due to the NSB. Then, we discard these isolated pixels by the cluster cut. A "cluster size" is defined as the number of pixels which constitute the cluster by the shower. We defined this cut as "Tna cut", where n is the number of adjacent pixels required for the cluster. Figure 5.4 shows an example of the cluster cut. In this thesis, I applied T5a cut as the cluster cut.

After the cluster cut, we applied the ADC cut to the data, because the cluster cut cannot remove the NSB hitting the neighboring pixels around the shower cluster. Using the light intensity of the NSB is not as bright as these of showers, we set an light intensity threshold. Figure 5.5 shows the ADC distribution of all channel of T4 and PMTs of which ADC are less than 5 p.e. are discarded.

After the ADC cut, we apply the TDC cut to the data. Since the arrival timing of the NSB signals distribute at random, it can be removed by applying the cuts on the timing distributions. Then, only PMTs with the arrival timing within 30 nsec than mean arrival timing of whole camera were remained. After these cuts, the T5a cluster cut was applied again to the data. Figure 5.6 shows the TDC distributions of T4 before/after those cuts.

![Figure 5.4 An example of the cluster cut (Nakamori, 2008).](image)
Figure 5.5 ADC distribution of T4 before (solid) and after (dashed) the adc cut (Nakamori, 2008).

5.3.1 Cloud cut

Since there sometimes are clouds in the observed regions of the sky, the shower image on the camera might be distorted by the clouds. Then, I apply the cloud cut. Figure 5.7 shows the trigger rate of T4 in some observation run. Since the trigger rate corresponds to the shower rate, it must be stable and smoothly varied depending on the elevation angle for the clear sky. Thus, we required threshold trigger rate above 5 Hz and abandon the data of period of which a trigger rate is below the threshold.

5.3.2 Edge cut

When energy of the gamma-ray increases, a light amount of an induced shower increases, and a size of the shower image on the camera also increases. Since a chance of the larger image to hit the camera edge increases, an acceptance rapidly drops off for the higher energy gamma-ray. To set a better point in the trade-off relation between the resolutions and the acceptance, we modified the edge treatment.

Figure 5.8 shows examples of the edge treatment of the clusters. In the conventional edge cut, we discarded all events in which outer hit pixels lie on the camera edge. However,
Figure 5.6 TDC distributions of T4 before (black-dotted) and after (red-solid) the image cleaning (Nakamori, 2008).

Figure 5.7 Event rates in cloudy (top) and clear (bottom) nights.
for a large image, an image on camera may have an enough information to reconstruct the direction and the energy, when the most of the hit pixels lies inner the edge. In the modified edge cut, the events of which top 15 hit pixels for the light amount did not hit the camera edge were remained. For this modification, an acceptance for 2 TeV gamma-ray was increased about twice of the conventional edge cut. Figure 5.11 shows the result of applying the modified edge cut to RX J0852.0–4622 (Mizukami, 2007). The modified cut succeeded to obtain a flux of higher energy point.

Figure 5.8 Schematic of the edge treatment (Nakamori, 2008). In conventional edge cut, all four images are discarded since they have hit pixels on the camera edge. In core 15 edge cut, image b is not discarded since their top 15 PMTs do not hit the camera edge, while image c and d are discarded.

5.4 Arrival direction determination

For the observation using two telescopes, an arrival direction was determined as an intersection point of the two image axes. However, for the observation using more than
Figure 5.9 Energy resolution for each edge treatment (Mizukami, 2007).

Figure 5.10 Angular resolution for each edge treatment (Mizukami, 2007).
Figure 5.11 Differential flux of RX J0852.0–4622 with the different edge treatment (Mizukami, 2007). **Left:** Conventional edge cut. **Right:** The modified edge cut.

three telescopes, the interaction point cannot be determined uniquely. Hofmann et al. (1999) argued several methods to determine the arrival direction for the multi telescope system. I discuss two methods here. For the method called ”Algorithm 1” in Hofmann et al. (1999), Fig.5.12 shows the schematic view of the arrival direction determination. The reconstructed point $(X_{ip}, Y_{ip})$ is described as

$$ X_{ip} = \frac{\sum x_{mn} \sin \theta_{mn}^2}{\sum \sin \theta_{mn}^2} Y_{ip} = \frac{\sum y_{mn} \sin \theta_{mn}^2}{\sum \sin \theta_{mn}^2} $$

(5.4)

where $(x_{mn}, y_{mn})$ and $\theta_{mn}$ represent the intersection of $m$-th and $n$-th telescope and their stereo angle, respectively. This determination method usually provides the more accurate direction when opening angles are closer to 90°.

5.4.1 An determination method for large zenith angle

In the observation at large zenith angle such as the observation of Crab nebula from the CANGAROO site, another determination method is needed since the opening angle becomes quite small. If a reconstructed point is correct, an angular distance between the center of the gravity of the image and the intersection point (here after $D_{ip}$) has to be equal to the Hillas parameter DISTANCE. Then, $D_{ip}$ and DISTANCE are defined as,

$$ D_{ip} = \sqrt{(X_{ip} - x_i)^2 + (Y_{ip} - y_i)^2}, $$

(5.5)

$$ \text{DISTANCE} = \sqrt{(x_0 - x_i)^2 + (y_0 - y_i)^2}. $$

(5.6)
Figure 5.12 Schematics of sine-weighted intersection point determination.

Here, suffix $i$ represents the ID number of the telescopes and $(x_0, y_0)$ represents the target position. Figure 5.13 shows the correlation between the $D_{ip}$ and DISTANCE of simulated gamma-ray events. You note that the correlation in the large zenith angle is apart from the theoretical line, which indicates that the simple determination method of $(X_{ip}, Y_{ip})$ is inadequate for the large zenith angle. The right figure of Fig.5.13 represents the angular distribution of the reconstructed arrival direction both for small zenith angle and large zenith angle, where the unit of horizontal axis is a squared angular distance between the target position and the reconstructed point. Hereafter we describe this parameter as $\theta^2$, which has been widely used among the TeV gamma-ray experiments.

In order to improve the reconstruction, I have developed a new method called IP-fit. In this method, by using a grid search in the FoV of the camera, I minimize the following $\chi^2$.

$$\chi^2 = \sum_{\text{telescope}} (\chi_{W}^2 + \chi_{D}^2). \quad (5.7)$$

Here $\chi_W$ is the constraint on the WIDTH calculated from the assumed intersection position in the grid search (Fig.5.14). The parameter WIDTH ($W$) and LENGTH ($L$) are the standard deviation along with the minor and major axes of the Hillas ellipse,
Figure 5.13 Dip and DISTANCE correlations (Nakanori, 2008). **Left:** small zenith angle. **Center:** large zenith angle. **Right:** Simulated \( \theta^2 \) distributions for small (solid line) and large (dashed line) zenith angle.

respectively. Modified WIDTH \( w' \) is derived from the error propagation formula,

\[
w'^2 = (W \cos \theta)^2 + (L \sin \theta)^2;
\]

where \( \theta \) is defined as shown in Fig. 5.14. Then we defined \( \chi_W \) by \( w' \) weighted by its SIZE \( s_i \) as,

\[
\chi_W^2 = s_i w'^2 = s_i ((W \cos \theta)^2 + (L \sin \theta)^2).
\]

Here SIZE is defined as the sum of photoelectrons for the hit pixels in the cluster. Second constraint is on \( D_{ip} \). DISTANCE is predicted by the Monte-Carlo simulation as a function of LENGTH divided by WIDTH, \( f(W/L) \). Since DISTANCE= \( D_{ip} \), when the reconstruction point is equal to the source position, the constraint can be written as,

\[
\chi_d^2 = \left( \frac{D_{ip} - f(W/L)}{\sigma} \right)^2,
\]

where \( \sigma \) represents a deviation of \( D_{ip} \). Figure 5.15 shows a correlation between DISTANCE and L/W. In our analysis, we use \( f(W/L) \) as following form,

\[
f(W/L) = \min(\sqrt{L/W - 1}, 0.95),
\]

This function is represented in Fig. 5.15 as a solid line. In order to match the dimension of \( \chi_d^2 \) and \( \chi_W^2 \), we multiplied \( nW^2 \) to \( \chi_d^2 \), where \( n \) is a constant value corresponding to the number of photoelectrons. Figure 5.16 shows the correlation between \( n \) and PSF. I
applied \( n = 10 \), which gives the best PSF value. Finally I obtain the constraint as,

\[
\chi^2 = \sum_{\text{telescope}} (s_i w_i^2 + 10W^2 \chi^2_d).
\] (5.12)

Figures 5.17 and 5.18 show the DISTANCE-\( D_{ip} \) correlation and the \( \theta^2 \) distributions for gamma-ray simulations at zenith angle of the Crab nebula, respectively. By the IP-fit, PSF has been improved from 0.22 deg\(^2\) up to 0.06 deg\(^2\).

![Diagram](image)

Figure 5.14 Parameters used in IP-fit.

## 5.5 Gamma/Proton separation –Fisher Discriminant Method–

After the shower image cleaning, we have to select gamma-ray events from enormous proton events. The separation of gamma-rays from proton showers is done using a difference of both Hillas parameters, such as WIDTH and LENGTH. Figure 5.19 shows WIDTH and LENGTH distributions of both gamma-ray simulation and proton observation. In conventional square cuts for imaging parameters, we simply subtract OFF-data from ON-data after applying those square cuts. However, the conventional image cut cannot provide an optimized separation of gamma-ray events and furthermore there always exists some human bias on the determination of the cut parameters. Thus, I adopted a method called Fisher Discriminant method (Fisher, 1936) to the analysis, which is now widely used in high energy physics experiments (Abe et al., 2001).
Figure 5.15 Correlation between LENGTH/WIDTH and DISTANCE (Nakamori, 2008). White solid line shows f(W/L).

Figure 5.16 n value dependence against PSF (Nakamori, 2008).
Figure 5.17 Dip and DISTANCE correlation obtained with IP-fit for gamma-ray simulation of Crab nebula (Nakamori, 2008). Correlation is close to the ideal line (white dashed line).
Figure 5.18 $\theta^2$ distributions with IP-fit (red solid line) and without IP-fit (black dotted line) for gamma-ray simulation of Crab nebula (Nakamori, 2008).
For the observation by two telescopes, we use four parameters \((W_3, W_4, L_3, L_4)\), and \(\bar{P}\) is defined as,

\[
\bar{P} = (W_3, W_4, L_3, L_4),
\]

(5.13)

where a suffix represents an index of telescopes. Fisher Discriminant \(F\) is determined by the linear combination of each term,

\[
F = \bar{a} \cdot \bar{P}.
\]

(5.14)

The coefficient \(\bar{a}\) is determined as follows. When Fisher discriminants \(F\) for gamma-ray simulation \((F_\gamma)\) and for background \((F_b)\) are derived, separation index \(D\) of the two distributions is defined as,

\[
D \equiv \frac{(\langle F_\gamma \rangle - \langle F_b \rangle)^2}{\sigma_\gamma^2 + \sigma_b^2},
\]

(5.15)

where \(\sigma\) is a deviation of the \(F\) distribution and the bracket is a mean of the \(F\) distribution. Then, \(\bar{a}\) is determined as maximize \(D\), by \(\partial D/\partial \bar{a} = 0\),

\[
\bar{a} = (\bar{E}_\gamma + \bar{E}_b)^{-1}(\langle \bar{F}_\gamma \rangle - \langle \bar{F}_b \rangle).
\]

(5.16)

\(E\) is called Error matrix and its elements are described as,

\[
E_{ij} = \langle P_i P_j \rangle - \langle P_i \rangle \langle P_j \rangle.
\]

(5.17)

Then, a following treatment to reduce the number of the parameters is added. For each SIZE bin, I subtract the mean values of WIDTH and LENGTH distribution from these distributions itself. By this treatment, \(\langle F_\gamma \rangle = 0\) is obtained independently of SIZE. Figure 5.20 shows the correlation between WIDTH or LENGTH and \(\ln s\). The solid line shows the fitted line by a quadratic function. For each event, \(P_i'\) is determined as,

\[
P_i' = P_i - (a(\ln s)^2 + b \ln s + c),
\]

(5.18)

where \(a, b,\) and \(c\) are determined by the fitting. Then we can determine FD value using \(\bar{P}'\). \(F_\gamma\) and \(F_b\) are obtained using simulated gamma-ray events and real events located in \(0.3 < \theta^2 < 0.5\) deg\(^2\) region. Figure 5.21 shows the obtained \(F_\gamma\) and \(F_b\) distributions for HESS J1614—512 analysis.
Figure 5.19 The WIDTH and LENGTH distributions of T4 for both background observation for Crab nebula and the gamma-ray simulation (Nakamori, 2008).

### 5.5.1 Fisher fit

The $F$ distribution obtained by the observations for the gamma-ray source can be assumed to be a superposition of $F_\gamma$ and $F_b$ as,

$$F = \alpha F_\gamma + (N - \alpha)F_b,$$

where $N$ is the number of observed event and $\alpha$ is the number of the gamma-ray events. By fitting the observed $F$ distribution by $F_\gamma$ and $F_b$, $\alpha$ is obtained. When the $i$-th bin value of $F_\gamma$ and $F_b$ are $\gamma_i$ and $b_i$, respectively, the fitting is equivalent to minimize following the $\chi^2$,

$$\chi^2 = \sum_i \left( \frac{n_i - \alpha \gamma_i - (N - \alpha)b_i}{\sqrt{n_i}} \right),$$

where $n_i$ is the number of the events in the $i$-th bin of $F$ distribution. By $d\chi^2/d\alpha = 0$, $\alpha$ is obtained as,

$$\alpha = \frac{\sum_i (b_i - \gamma_i)(1 - N\frac{b_i}{\gamma_i})}{\sum_i \frac{(b_i - \gamma_i)^2}{n_i}}.$$  

A deviation of $\alpha$, $\sigma_\alpha$, is obtained by the propagation of the error,

$$\sigma_\alpha^2 = \sum_i (\sqrt{n_i})^2 \left( \frac{\partial \alpha}{\partial n_i} \right)^2$$

Figures 5.21 and 5.22 show an obtained fit result in HESS J1614–518. We obtained gamma-ray excess event of $950 \pm 107$ events in the region of $\theta^2 < 0.2$ deg$^2$, with significant level of 8.88 $\sigma$. 

83
Figure 5.20 Correlation between LENGTH (bottom), WIDTH (top) and ln(SIZE) for T3 (left), and T4 (right).
To investigate the systematic error by the region size, I applied the above analysis with the region size from 0.12 to 0.40 deg$^2$. The obtained number of events were shown in Fig.5.23. Below the region size of 0.2 deg$^2$, the excess number reduced due to under estimation of the emission size. Above the size of 0.2 deg$^2$, the excess number saturated while the error increases. Thus, I used the region size of $\theta^2 < 0.2$ deg$^2$.

Figure 5.21 Fisher discriminant $F$ distributions. The ON, BG distributions are obtained by the real run with $\theta^2$ region of $\theta^2 < 0.2$ degree$^2$ and $0.3 < \theta^2 < 0.5$ degree$^2$, respectively. The MC gamma distribution is calculated by the gamma-ray simulation. The BG and MC gamma distributions are normalized by the Fisher fit. The subtracted distribution is the subtraction of ON and BG distribution.
Figure 5.22 The $\theta^2$ plot, where $\theta^2 = 0$ corresponds to the fitted center of gravity of HESS J1614–518 from H.E.S.S. (Aharonian et al., 2006a). The blue data points represents the excess events in each $\theta^2$ bin and the red solid line represents our PSF derived from the Monte-Carlo simulation.
5.6 Differential Flux

In order to calculate a differential flux, we first obtain the number of excess events for each size bin from \( s_1 \) to \( s_2 \), where \( s_1 \) and \( s_2 \) are mean size values for the each telescope. Then we calculate a corresponding gamma-ray energy \( \bar{E}(s_1, s_2) \) as the mean of the gamma-ray energy distribution of the gamma-ray simulation after the size cut \( s_1 < s < s_2 \) and effective area \( S(s_1, s_2) \). The effective area \( S(s_1, s_2) \) is obtained by the product of an acceptance \( A \) and the area of gamma-ray injection \( S_0 \),

\[
S(s_1, s_2) = A(s_1, s_2)S_0 = \frac{n(\bar{E})}{N(\bar{E})}S_0,
\]

where \( N \) and \( n \) is generated and detected the number of gamma-rays, respectively. Here \( S_0 = \pi r_0^2 \cos z \), \( r_0 = 2.5 \times 10^5 \) cm and \( z \) is a mean zenith angle throughout the observation period. When we describe the excess events for the each size bin as \( \alpha(s_1, s_2) \), the number of gamma-rays per a ground area can be expressed as \( \alpha / S \). Thus, the differential flux \( dF/dE \) is obtained as,

\[
\frac{dF}{dE}(s_1, s_2) = \frac{\alpha(s_1, s_2)}{St_{obs}}.
\]
where $t_{\text{obs}}$ is the effective observation time. Obtained differential flux is shown in Fig.5.24. The spectrum is consistent with a single power law: $(8.2 \pm 2.2_{\text{stat}} \pm 2.5_{\text{sys}}) \times 10^{-12} \times (E/1\text{TeV})^{-\gamma}$ cm$^{-2}$s$^{-1}$TeV$^{-1}$ with a photon index $\gamma$ of $2.4 \pm 0.3_{\text{stat}} \pm 0.2_{\text{sys}}$. Relevant systematic errors are due to the atmospheric transparency, night-sky background fluctuations, uniformity of camera pixels, and light-collecting efficiencies. In addition, to estimate the systematic error due to the size of the signal integration region, I changed the region from $\theta^2 < 0.14 \text{ deg}^2$ to $0.40 \text{ deg}^2$, which was included in the systematic error. For the confirmation of the systematic error due to the background region, I took a background region $\theta^2 < 0.2 \text{ deg}^2$ from the opposite positions of HESS J1614$-$518 observations in the wobble mode as described in Chapter 4. This analysis provides a differential flux of $(6.4 \pm 2.0_{\text{stat}} \pm 2.4_{\text{sys}}) \times 10^{-12} \times (E/1\text{TeV})^{-\gamma}$ cm$^{-2}$s$^{-1}$TeV$^{-1}$ with a photon index $\gamma$ of $2.4 \pm 0.6_{\text{stat}} \pm 0.3_{\text{sys}}$, which was consistent with that derived with the ring-region background. Obtained flux in the ring background region was consistent with the result of H.E.S.S. as shown in Fig.5.24.

### 5.7 Morphology

We obtained a gamma-ray sky map by the FD fit method applying to the each grid on the FoV of the camera. The number of excess events were individually estimated in each grid bin of $0.2^\circ \times 0.2^\circ$ square. This bin size is determined by PSF of 0.23 degree. The morphology of gamma-ray-like events, obtained from a Gaussian smoothing with the CANGAROO-III PSF of 0.24 deg, is shown in Fig.5.25. The extent of the VHE gamma-ray emission was estimated by a two-dimensional Gaussian fit on our excess map. The obtained standard deviation was $0.44 \pm 0.03 \text{ deg}$ which is surely broader than the CANGAROO-III PSF. The centroid position was determined to be (RA., decl. [J2000]) = (243$^\circ$.634, $-51^\circ$.950). The offset from the best-fit position reported by H.E.S.S. is ($\Delta$RA., $\Delta$decl.) = ($0^\circ$.055 $\pm 0^\circ$.018, $-0^\circ$.130 $\pm 0^\circ$.033). The offset is within our PSF. A systematic difference due to the difference in energy thresholds between H.E.S.S. and CANGAROO-III may also contribute to this offset.
Figure 5.24 Differential flux of HESS J1614–518. Squares and circles show the CANGAROO-III and the H.E.S.S. data points, respectively. The best fit power-law from this work is shown by the dotted line.
Figure 5.25 Morphology of gamma-ray-like events. The number of excess events per $0.04 \times 0.04$ cell is smoothed by a Gaussian with $\sigma = 0.24$ degree, which is the CANGAROO-III PSF, and plotted in equatorial coordinates. The black solid contours show the VHE gamma-ray emission seen by H.E.S.S. Lines correspond to 20, 30, 40, 50, & 60 gamma-ray counts. The red cross shows the H.E.S.S. center of gravity of HESS J1614–518 (Aharonian et al., 2006a).
Chapter 6

Discussion

I now discuss the plausible radiation mechanisms of HESS J1614–518 using the results of CANGAROO-III, H.E.S.S., Fermi, and Suzaku observations. Since the spectra of Swift sources were not available, I did not use the Swift data. Figure 6.1 shows the morphological relationship between each observation. The non-thermal X-ray emission from Suzaku source A is positioned very close to the H.E.S.S. gamma-ray peak, the position of the Fermi source 1FGL J1614.7-5138c, and within the emission region detected with CANGAROO-III. Thus, this could be the most likely counterpart for HESS J1614–518. I note here that since the FOV of the Suzaku observation covered only the part of the TeV gamma-ray emission region, as shown in Fig.6.1, the current observed X-ray flux may only be a fraction of the entire X-ray emission from the entire region of the VHE gamma-ray emission. For further constraints on emission models, I tried to derive the flux at 8 μm at the Suzaku source A position, from the archival data with the Infrared Array Camera (IRAC; Fazio et al. (2004)) onboard the Spitzer Space Telescope. However, due to the contamination from a nearby source, I obtained only an upper limit.

Since the observed VHE gamma-ray emission was diffuse and located on the galactic plane, HESS J1614–514 is regarded as a galactic source. Galactic sources were known to be classified into SNRs, PWNe, massive star clusters, giant molecular clouds, or X-ray binaries. We can exclude the possibility that HESS J1614–514 is the binary, since this type of source shows a point-like emission, which is in contrast to the results of CANGAROO-III. The giant molecular scenario is also excluded since Rowell et al. (2008) reported that they found no obvious overlapping molecular clouds across a range of inferred distances up to ~6 kpc, with the NANTEN 12CO(J=1-0) survey data (Matsunaga et al., 2001). Then, I discussed three scenarios here.
SNR Scenario: Suzaku source B, which may be related to a possible AXP, is positioned roughly in the center of the VHE gamma-ray emission. I thus postulate a scenario in which a supernova explosion occurred at the position of Suzaku source B and the shock of the SNR has now reached the position of Suzaku source A, emitting both the X-ray and gamma-ray emission. In this scenario, I used a distance of 10 kpc which was determined by the absorption feature of Suzaku observation.

Another possibility is an association between an SNR and the open cluster, since Pismis 22 is old enough for some massive stars to finish their life as supernovae. In this case, I used a distance of 1 kpc which is the distance to Pismis 22 in discussion.

PWN Scenario: A PWN is also strong candidate of diffuse gamma-ray emission. Five pulsars have been found in this region, PSR J1611–5209, PSR J1612–5136, PSR J1613–5211, PSR J1614–5144, and PSR J1616–5208 (Manchester et al., 2005; ATNF Pulsar Catalogue ver.1.38). As described in Chapter 2, Suzaku source B would be a PWN if associated with a pulsar or AXP. The size of Suzaku source A or source B is smaller than that of the VHE gamma-rays, which feature is also found in other PWNe because of synchrotron cooling (Chapter 2). I will discuss the PWN scenario and the associated pulsar which could supply enough particles to reproduce both the X-ray emission of Suzaku source A or source B and the VHE gamma-ray emission.

Stellar Wind Scenario: The young open cluster Pismis 22 is located towards the center of HESS J1614–518 and is also a possible counterpart. Its age is $\sim 4.0 \times 10^7$ yr and the distance is $1 \pm 0.4$ kpc from the Earth. The coincidence between a young open cluster and a VHE gamma-ray source is also found in Westerlund 2 and Cyg OB2 as described in Chapter 2. Stellar winds from massive stars in the cluster could form a shock front, accelerate charged particles, and produce the high energy radiation (Voelk & Forman, 1982; Bednarek, 2007).

6.1 SNR Scenario

In the SNR scenario, I assumed that the X-rays from Suzaku source A and the VHE gamma rays are emitted by charged particles accelerated by the shock in the SNR shell, and Suzaku source B is an associated AXP which is positioned in the center of the SNR shell. Additionally, I will discuss the possible correlation between the SNR and Pismis 22.
Figure 6.1 Morphological relationship between the X-ray and gamma-ray observations. Blue, magenta, and green contours show the emission regions of CANGAROO-III, H.E.S.S., and Suzaku, respectively. Orange dashed circles show the 68% and 90% error ellipses of the position of the Fermi source. The red circle shows the Pismis 22 position and purple squares show the positions of nearby pulsars (Manchester et al., 2005; ATNF Pulsar Catalogue ver.1.38). The bold black line shows the observed region by the Suzaku XIS in Matsumoto et al. (2008) excluding the calibration source region on the corners.
6.1.1 Leptonic Model

First I examine a leptonic model to explain the observed SED. For the X-ray spectrum, I use the Suzaku spectrum of Suzaku source A observed around the VHE gamma-ray peak position, with a statistical error at the 90% confidence level. For the Fermi spectrum, I used a 2σ statistical error and systematic errors of 1.8σ in the flux and 1.2σ in the photon index (Abdo et al., 2010a). Here I assumed a single power-law with an exponential cutoff electron spectrum,

\[
\frac{dN_e}{dE_e} = K_e E_e^{-\Gamma_e} \exp\left(-\frac{E_e}{E_{\text{max},e}}\right),
\]

where \(K_e\) is the normalization factor, \(E_e\) is the electron energy, \(\Gamma_e\) is the spectral index of the electrons, and \(E_{\text{max},e}\) is the maximum accelerated electron energy. The single power-law spectrum was derived from the Fermi acceleration mechanism as discussed in Chapter 2. Figure 6.2 shows the model curves for HESS J1614–518. Here I calculated the inverse Compton model curves. To calculate the IC radiation, the amount of the seed photon at the emission region is needed. As a seed photon flux, I used cosmic-ray microwave background and an interstellar radiation field (ISRF) derived from the GALPROP package (v50p) (Porter & Strong, 2005; Strong & Moskalenko, 2006). The estimated photon field is shown in Fig.6.3 for the distance of 10 kpc. Energy densities of 1.4 eV cm\(^{-3}\) and 5.5 eV cm\(^{-3}\) for IR and optical light were obtained, respectively. In addition, this radiation field changed by less than an order of magnitude when I varied the distance from 1 kpc to 10 kpc, with values in the range from 0.9 to 1.7 eV cm\(^{-3}\) and 1.1 to 5.5 eV cm\(^{-3}\) for IR and and optical light, respectively. I fixed the power-law index to \(\Gamma_e = 2.0\) and fitted the VHE gamma-ray spectrum by the IC emission. By fitting the TeV spectrum, the maximum energy and total energy of the electrons were obtained to be 4.2±1.5 TeV and \(1.9 \times 10^{49} \times (d/10\text{kpc})^2\) ergs, respectively. Since the total energy of the accelerated electrons was only \(\sim 1\%\) for a typical supernova explosion kinetic energy of \(\sim 10^{51}\) ergs, this scenario was acceptable from the point of energetic aspect. Next, the synchrotron emission from this electron spectrum was calculated. Figure 6.4 shows the synchrotron model curve for different magnetic fields. From Eq.2.53, the ratio of the synchrotron flux to the IC flux is proportional to the energy density of the magnetic field. Thus, from comparison between the synchrotron model and the Spitzer upper limit, an upper limit of a magnetic field is determined to be 6 \(\mu\)G.

The harder and fainter spectrum in the X-ray band compared to the VHE gamma-ray spectrum cannot be explained based on the synchrotron and IC emission.
Figure 6.2 The IC emission curves for HESS J1614-518. The electron distribution was determined by fitting the IC emission to TeV spectrum. The IC emissions for different seed photon components were also shown.
Figure 6.3 Interstellar radiation field from the GALPROP at HESS J1614–514 region with a distance of 10 kpc. CMB (dotted), IR emission from interstellar dust (dot-dashed), and optical photons from stars (dashed) are shown. The bold solid line represents the sum of the three components.

There is also the possibility that Bremsstrahlung produces both the X-ray and VHE gamma-ray emission (Uchiyama et al., 2002), as shown in Fig. 6.5. To assume that the TeV spectrum was originated from only Bremsstrahlung not from IC emission, I used the electron spectrum of 10% of that obtained by IC fitting. This model gives a good reproduction when an ambient matter density $n_p$ of 600 $p$ cm$^{-3}$ is assumed. I estimated an ambient matter density from the velocity-integrated data of the CO survey (Dame et al., 2001) to be $\sim 80$ or 8 $p$ cm$^{-3}$ for 10 kpc and 1 kpc, respectively. Thus, the Bremsstrahlung model that requires an ambient matter density of 600 $p$ cm$^{-3}$ was rejected. Additionally, there is difficulty in explaining the morphological difference between the X-ray and the VHE gamma-ray emission because it requires an unlike situation in which the relatively high energy (multi-TeV) electrons responsible for the VHE gamma-ray emission has to be extended more widely than the relatively low energy (multi-keV) electrons which are responsible for the X-ray emission.
Figure 6.4 SED with leptonic model curves for HESS J1614−518. The dash-dotted and solid blue lines show IC and synchrotron emission derived from the single power-law electron spectrum with an exponential cutoff to fit the VHE emission, respectively. The thick, regular, and thin gray lines show synchrotron emission with different magnetic fields of 5 μG, 10 μG, and 100 μG, respectively.
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Figure 6.5 The Bremsstrahlung curves for HESS J1614–518. The dashed black line shows a Bremsstrahlung curve for a number density of ambient matter of 600 \( p \) cm\(^{-3}\).

6.1.2 Hadronic Model

Second, I examined a neutral-pion decay model. Based on a model proposed by Yamazaki et al. (2006), only nucleonic particles remain in an old SNR with an age of \( \sim 10^6 \) yr, while primary electrons have already lost most of their energy by the synchrotron cooling. This model naturally explains the difference of the emission size between X-ray and VHE gamma-ray. Figure 6.6 shows the SED with the assumption that the population of accelerated protons can be expressed by a single power-law with an exponential cutoff,

\[
dN_p/dE_p = K_p E_p^{-\Gamma_p} \exp\left(-E_p/E_{\text{max},p}\right).
\]

(6.2)

I set the power-law index to \( \Gamma_p = 2.0 \). The best-fit cutoff energy was obtained to be \( E_{\text{max},p} = 36 \pm 18 \) TeV. The total energy of high energy protons was calculated to be \( W_p = 1.2 \times 10^{52} (n_p/1 \ p \text{ cm}^{-3})^{-1} \text{ (d/10 kpc)}^2 \) ergs. By setting \( n_p = 100 \ p \text{ cm}^{-3} \), the efficiency of energy conversion to accelerate protons is 10% for a typical total supernova explosion kinetic energy of \( \sim 10^{51} \) ergs. As described above, no obvious molecular cloud was found in the NANTEN \(^{12}\text{CO}(J=1-0)\) survey data. In addition, an ambient matter density from the velocity-integrated data of the CO survey (Dame et al., 2000) was estimated to be
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\( \sim 80 \) and \( 8 \ p \text{ cm}^{-3} \) for 10 kpc and 1 kpc, respectively. Thus, an assumption of \( 100 \ p \text{ cm}^{-3} \) is likely for 10 kpc, but not for 1 kpc. Further observations to determine the ambient matter density are necessary to investigate the validity for such assumed density.

Next, I discuss a ratio between the accelerated protons and primary electrons. Assuming the spectral index, \( \Gamma_p = \Gamma_e = 2.0 \), the maximum energy of primary electrons is determined so as to be \( E_{max,e} \leq E_{max,p} \). The turnover energy of synchrotron emission is determined as,

\[
E_{\text{turn}} = 22 \text{ keV} \times \left( \frac{E_{max,e}}{50 \text{ TeV}} \right)^2 \times \left( \frac{B}{200 \mu \text{G}} \right).
\]  

(6.3)

Then, the hard index of the X-ray spectrum of this source requires \( E_{\text{turn}} \geq 10 \text{ keV} \), and a corresponding lower limit for the magnetic field of \( B \geq 200 \mu \text{G} \) was determined from this equation with \( E_{max,e} = 36 \text{ TeV} \). The electron spectrum was determined by fitting X-ray emission assuming \( E_{max,e} = 36 \text{ TeV} \) and \( B = 200 \mu \text{G} \). The model curve for this lower limit condition was shown in Fig.6.6. The number ratio of protons to primary electrons is obtained to be,

\[
K_{pe} = K_p / K_e \geq 2.1 \times 10^5 (n_p/1 \ p \text{ cm}^{-3})^{-1}.
\]

(6.4)

Setting the value of \( n_p = 100 \ p \text{ cm}^{-3} \), \( K_{pe} \) is obtained to be \( 2.1 \times 10^3 \). This value is slightly larger than that of the observed average cosmic-rays around the earth of \( 10^3 \) at \( \sim 1 \text{ TeV} \).

I also calculated the contribution of emissions from secondary electrons from \( p-p \) interactions using the same proton spectrum as above and the ambient matter density of \( 100 \ p \text{ cm}^{-3} \). I followed the calculation in Kelner & Aharonian (2008) to derive the spectrum of the secondary electrons. Assuming a distance of 10 kpc from the Earth, the distance between Suzaku source A and source B was calculated to be 35 pc. Thus, I assumed that the radius of the SNR is 35 pc and roughly estimated the age of the SNR using the equation (2) in Yamazaki et al. (2006) to be \( 3 \times 10^4 \text{ yr} \), assuming the initial shock velocity of \( 10^9 \text{ cm s}^{-1} \). Thus, the emissions from the secondary electrons were derived by assuming continuous injection of electrons produced by a constant proton spectrum over \( 3 \times 10^4 \text{ yr} \) with a magnetic field of \( 200 \mu \text{G} \) (Atoyan & Aharonian, 1999). The obtained synchrotron curve is shown in Fig.6.6. The obtained inverse Compton and Bremsstrahlung emissions were able to be neglected since the number of electrons is insufficiently small. Since the synchrotron emission from the secondary electrons was not able to explain the X-ray emission, the X-ray emission might originate in the synchrotron emission from the
primary electrons, as shown in Fig.6.6, or other emission mechanisms. Since the synchrotron emission from the secondary electrons dominates below the infrared band, the detection of the emission in the radio to infrared bands could support the hypothesis that the VHE gamma-ray emission is produced by the neutral-pion decay. Because the Spitzer upper limit was above the predicted flux of synchrotron emission due to the secondary electrons, more detailed observations with higher sensitivity are needed.

Next, I discussed the possible association between the SNR and Pismis 22. To discuss the association, I estimated the SNR age using the distance to Pismis 22 with the assumption that a supernova explosion occurred at the position of Pismis 22 and the shock front has now reached at the VHE gamma-ray peak position. By using the same equation (2) in Yamazaki et al. (2006), the age was obtained to be $3 \times 10^2$ yr for a distance of 1 kpc. Since the lower limit of a magnetic field was obtained to be $B \geq 200 \mu$G as above, the synchrotron cooling time of 100 TeV electrons decreased to 1 yr. For a distance of 1 kpc, the required total energy of protons $W_p$ could be reduced if the number density of ambient matter $n_p$ is the same as for a distance of 10 kpc. If the total energy of protons $W_p$ is fixed to be $10^{50}$ ergs, the required density of ambient matter is reduced to $n_p = 1 \text{ p cm}^{-3}$ for a distance of 1 kpc. This value was comparable with the typical number density in the interstellar field and does not contradict the fact that no obvious molecular cloud was found in the NANTEN $^{12}$CO(J=1-0) survey data. The contribution of emissions from secondary electrons was shown in Fig.6.6 as red lines, assuming the injection time of $3 \times 10^2$ yr with a magnetic field of 200 $\mu$G. The synchrotron emission from the secondary electrons was not able to explain the X-ray spectrum of Suzaku source A. The X-ray emission might originate in the synchrotron emission from the primary electrons, or other emission mechanisms. Since the flux of synchrotron emission from the secondary electrons in the radio to infrared bands was lower than that of the case of a distance of 10 kpc, as shown in Fig.6.6, a determination of the spectrum below the infrared band is a key to reveal the origin of the SNR. Additionally, an observation of thin thermal plasma in the X-ray band by such as the micro-calorimeter onboard Astro-H will provide useful information such as plasma temperature or chemical abundances. For example, the detection of high abundance of $\alpha$-elements (O, Mg, Si, S, Ca, and Ti) compared to that of iron, which is expected in a massive star explosion (Kobayashi et al., 2006), may support the SNR scenario. In fact, a recent Suzaku observation of the open cluster Westerlund 2 detected metal-rich thermal emission, suggesting that the diffuse X-ray and VHE gamma-ray emission may have originated from a hypernova remnant (Fujita et al., 2009).
Figure 6.6 SED and the model curve for neutral pion decay (blue dashed line). The blue bold-solid line shows the synchrotron model curve for the primary electrons. The red solid and dotted lines show synchrotron model curves for the secondary electrons for a distance of 10 kpc and 1 kpc, respectively.
6.2 Stellar wind from massive stars scenario

The VHE gamma-ray emission might have been produced by hadrons accelerated in winds from massive stars in Pismis 22 (Voelk & Forman, 1982; Bednarek, 2007). A fraction of the stellar wind energy can be transferred to relativistic particles. Assuming that the shock acceleration generates a single power-law spectrum of primary particles, we can apply the discussion made in the SNR scenario. I discuss the energetics for the hadronic origin here to produce the observed gamma-ray emission. A single O-type star loses mass at a rate of $\dot{M} = 10^{-6}M_\odot$ per year with a stellar wind velocity of $\sim 1500$ km s$^{-1}$ (Castor et al., 1975). The rate of kinetic energy emitted from the single star is $7 \times 10^{35}$ erg s$^{-1}$. If I assume an energy conversion efficiency to particle acceleration of 5 %, which is the maximum efficiency adopted for a hadronic model in Bednarek (2007), an ambient matter density of 100 $p$ cm$^{-3}$, a distance of 1 kpc, and an age of 40 Myr, two O-type stars are required in Pismis 22 to produce the observed VHE gamma-ray spectrum in the hadronic scenario. However, no obvious molecular cloud has been found at this distance in the NANTEN data, as described above. Thus, the scenario of the stellar wind origin is rejected.

6.3 PWN Scenario

PWNe are the largest class of identified Galactic VHE gamma-ray sources. I discuss the possibility of HESS J1614–518 being a PWN in this section.

Generally, a ratio of a TeV gamma-ray flux to a X-ray flux, $F_{\text{TeV}}/F_X$ is inversely proportional to a squared magnetic field when the high energy electrons emit both TeV gamma-rays and X-rays as described in Chapter 2. To explain the large flux ratio of the TeV gamma-ray flux to the X-ray flux, an extremely low magnetic field lower than the interstellar magnetic field of 1 $\mu$G is required, which is not acceptable. Then, I used the time-evolving electron injection model as described in Chapter 2. The population of electrons with an energy of $\sim$1 TeV is sufficiently large to produce the relatively high flux of VHE gamma rays through IC process, since they have been less cooled by the synchrotron radiation and most of them are produced by an early stage of the pulsar life, the young and powerful pulsar. On the other hand, the population of electrons with energy of $\sim$100 TeV which dominantly radiate X-rays is relatively small, since they have been cooled by the synchrotron radiation and only electrons which were recently produced
were able to survive.

I applied this model to HESS J1614–518 as following the calculation in Higashi et al. (2008). All the nearby pulsars are shown in Fig.6.1. First, I applied the model to the nearest pulsar PSR J1614–5144. The distance to the pulsar was measured to be 9.6 kpc which was consistent with the distance to Suzaku source A. The parameters of this pulsar are summarized in Table 6.1. Since the braking index of this pulsar was unknown, I used the value of 2.5 which is the value of Crab pulsar. Even if the measured braking indices of other pulsars falling in the range from 1.4 to 3 (Livingstone et al., 2006) were applied, the following results do not change significantly. I calculated both the synchrotron and IC radiation to reproduce the observed X-ray and VHE gamma-ray fluxes, assuming a single power-law electron spectrum with an exponential cutoff. Figure 6.7 shows the model curves to reproduce the SED with a magnetic field of 8 μG, an initial spin-down timescale $\tau_0 = 3.0 \times 10^4$ yr, and a power-law index of electrons of 2.0. The obtained total energy of electrons was estimated to be $E_{\text{tot}} = 3.8 \times 10^{49}$ ergs. However, considering the total spin-down energy of the pulsar over its age, $E_{\text{pulsar}} = 3.4 \times 10^{48}$ ergs, this pulsar never supply such a huge energy to the electrons. Thus, PSR J1614–514 is rejected as an associated pulsar. I applied this discussion to the rest of the nearby pulsars. The comparison between calculated $E_{\text{tot}}$ and $E_{\text{pulsar}}$ are shown in Table 6.1. All the pulsars are not sufficient to produce the observed flux. Thus, none of already known pulsars can be associated with HESS J1614–518.

There is also the possibility that an undiscovered pulsar having an enough spin-down power to explain the observed gamma-ray luminosity might be located in the vicinity of Suzaku source A or source B. I estimated the pulsar age to be 24 kyr and 23 kyr for Suzaku source A and B, respectively, using the correlation between pulsar age and the ratio of gamma-ray flux to X-ray flux (Mattana et al., 2009). Although the time-evolve model can explain the large ratio between the X-ray and TeV gamma-ray fluxes as above discussion, the model showed a very large discrepancy with the sub-GeV flux observed with Fermi, the model curve is 30 times larger than the observed flux at 0.1 GeV. Thus, the time-evolving electron injection model with a single power-law electron distribution was rejected. The MeV/GeV component might arise from the different mechanism than the TeV emission.

Although the present sensitivity in the radio band may not be sufficient to detect this unknown pulsar, further observations in the GeV band could detect a radio quiet pulsar like Geminga, which was detected with CGRO EGRET (Bertsch et al., 1992), or
Table 6.1. Pulsars near HESS J1614–518.

<table>
<thead>
<tr>
<th>PSR</th>
<th>$d$ [kpc]</th>
<th>$\dot{E}$\textsuperscript{a}[ergs s$^{-1}$]</th>
<th>age\textsuperscript{b}[yr]</th>
<th>$E_{\text{pulsar}}$\textsuperscript{c}[ergs]</th>
<th>offset\textsuperscript{d}[arcmin]</th>
<th>$E_{\text{tot}}$\textsuperscript{e}[ergs]</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1611–5209</td>
<td>3.3</td>
<td>$3.4 \times 10^{34}$</td>
<td>5.6 $\times 10^5$</td>
<td>$7.6 \times 10^{17}$</td>
<td>36</td>
<td>$7.0 \times 10^{17}$</td>
</tr>
<tr>
<td>J1612–5136</td>
<td>18.2</td>
<td>$1.3 \times 10^{33}$</td>
<td>2.0 $\times 10^6$</td>
<td>$1.0 \times 10^{17}$</td>
<td>24</td>
<td>$2.1 \times 10^{10}$</td>
</tr>
<tr>
<td>J1613–5211</td>
<td>6.1</td>
<td>$7.9 \times 10^{33}$</td>
<td>3.8 $\times 10^5$</td>
<td>$1.2 \times 10^{17}$</td>
<td>23</td>
<td>$1.5 \times 10^{19}$</td>
</tr>
<tr>
<td>J1614–5144</td>
<td>9.6</td>
<td>$8.1 \times 10^{31}$</td>
<td>3.3 $\times 10^6$</td>
<td>$1.1 \times 10^{16}$</td>
<td>6.4</td>
<td>$3.7 \times 10^{19}$</td>
</tr>
<tr>
<td>J1616–5208</td>
<td>7.4</td>
<td>$1.1 \times 10^{33}$</td>
<td>5.6 $\times 10^5$</td>
<td>$2.5 \times 10^{16}$</td>
<td>28</td>
<td>$2.2 \times 10^{19}$</td>
</tr>
</tbody>
</table>

\textsuperscript{a}observed current spin down energy.

\textsuperscript{b}obtained from $P/(2\dot{P})$ where $P$ is a period of pulsar and $\dot{P}$ is a time derivative of the period.

\textsuperscript{c}derived under the assumption of $n = 2.5$.

\textsuperscript{d}from the center position of HESS J1614–518.

\textsuperscript{e}total energy of electrons to reproduce the SED.

sixteen previously unknown pulsars which were recently discovered with Fermi (Abdo et al., 2009). In addition, future deep X-ray observations could detect pulsed emission from Suzaku source A or source B. Given these detections, emission models for PWNe (e.g., Abdo et al., 2010b; Tanaka & Takahara, 2010; Slane et al., 2010; Bucciantini et al., 2010), using a broken power-law distribution of electrons, might be able to reveal that the VHE gamma-ray emission of this unidentified source originates from a PWN.
Figure 6.7 SED with a time-evolving leptonic model curves for PSR J1614—5144. The thin solid and dotted lines show the synchrotron and IC component derived from the evolving electron per $3.3 \times 10^5$ yr ($0 < t < 3.3 \times 10^6$ yr), respectively. The bold solid lines show their total.
Chapter 7

Conclusion

We observed the VHE gamma-ray unidentified source HESS J1614–518 using CANGAROO-III. The observation was carried out from May to August in 2008, and obtained the data with livetime of 53.6 hr. After the gamma-ray selection using the Fisher discriminant method, we obtained $950 \pm 107$ gamma-ray events above 760 GeV. The differential energy spectrum was a single power law: $(8.2 \pm 2.2_{\text{stat}} \pm 2.5_{\text{sys}}) \times 10^{-12} \times (E/1\text{TeV})^{-\gamma} \text{ cm}^{-2}\text{s}^{-1}\text{TeV}^{-1}$ with a photon index $\gamma$ of $2.4 \pm 0.3_{\text{stat}} \pm 0.2_{\text{sys}}$. The spectrum and size of the emission region were consistent with H.E.S.S. result, and our data reconfirmed the diffuse TeV gamma-ray emission from HESS J1614–518.

I discussed the possible counterparts for this object using the results of observations with Suzaku and Fermi.

For the SNR scenario, a one-zone leptonic model was not able to account for the observed SED. Hadronic models gave a good reproduction of the SED and the typical SNR explosion energy of $\sim 10^{51}$ ergs is able to supply the total energy of protons. Since the required number densities of the ambient matter were $n_p = 1 \text{ p cm}^{-3}$ and $n_p = 100 \text{ p cm}^{-3}$ for a distance to the SNR of 1 kpc and 10 kpc, respectively, detailed molecular observations could determine whether the SNR originated from Pismis 22 (d$\sim$1 kpc) or a farther distance around 10 kpc. As there were also differences in the spectrum of the emission from the secondary electrons, a determination of the spectrum below the infrared band would help determine the likelihood of an SNR origin.

For the PWN scenario, the nearby known pulsars are not responsible since the spin-down powers are insufficient to produce the observed TeV gamma-ray luminosity. Further observations to search a pulsar are necessary to investigate the PWN scenario.

For the stellar wind scenario, Pismis 22 was required to contain two O-type stars
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through its entire age from energetics considerations. However, the required number density of the ambient matter of $n_p = 100 \, p \, \text{cm}^{-3}$ may not be consistent with the results of the NANTEN observations.

To identify HESS J1614–518, more detailed multi-wavelength observations are required. To discuss the stellar wind origin in more detail, a determination of the number of OB stars is necessary. For the SNR scenario, the ultra-high energy resolution in X-ray of the SXS onboard Astro-H could detect line emissions with a high abundance of $\alpha$-elements compared to that of iron, which would indicate that HESS J1614–518 is an SNR. The detection of the synchrotron emission of the secondary electrons by radio to optical band will be a strong evidence of the cosmic-ray acceleration. To show that the Suzaku source B is an AXP, supporting the SNR or PWN scenario, a high time-resolution X-ray observation is needed to detect a pulsed signal from the source. More detailed gamma-ray spectroscopy with Fermi, and the Cherenkov Telescope Array (CTA, 2010) could determine the origin of the accelerated particles. For example, the expected sensitivity and angular resolution of CTA are ten and several times better than those of current IACTs, respectively. This high performance will provide such as space distributions of power-law index which help to determine the distributions of accelerated particles, which will lead to the determination of the emission mechanism.
Appendix A

Hillas parameters

Hillas parameters are commonly used image analysis of IACTs. Provided $i$th hit pixel at $(x_i, y_i)$ contains signal amplitude of $s_i$, fundamental statistical parameters are defined:

$$
\langle x \rangle = \frac{\sum x_is_i}{\sum s_i}, \quad \langle y \rangle = \frac{\sum y_is_i}{\sum s_i}
$$

(A.1)

$$
\langle x^2 \rangle = \frac{\sum x_i^2 s_i}{\sum s_i}, \quad \langle y^2 \rangle = \frac{\sum y_i^2 s_i}{\sum s_i}, \quad \langle xy \rangle = \frac{\sum x_i y_i s_i}{\sum s_i}
$$

(A.2)

$$
\sigma_x = \langle x^2 \rangle - \langle x \rangle^2, \quad \sigma_y = \langle y^2 \rangle - \langle y \rangle^2, \quad \sigma_{xy} = \langle xy \rangle - \langle x \rangle\langle y \rangle
$$

(A.3)

A major axis of a image is defined by minimizing the deviation of the image. Using transformation of

$$
\begin{pmatrix}
  x' \\
  y'
\end{pmatrix} =
\begin{pmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
  x \\
  y
\end{pmatrix},
$$

(A.4)

then

$$
\sigma_{x'} = \langle x'^2 \rangle - \langle x' \rangle^2
$$

(A.5)

$$
= \cos^2 \theta \langle x^2 \rangle - 2 \cos \theta \sin \theta \langle xy \rangle + \sin^2 \theta \langle y^2 \rangle
$$

(A.6)

$$
\sigma_{y'} = \sin^2 \theta \langle x^2 \rangle + 2 \cos \theta \sin \theta \langle xy \rangle + \cos^2 \theta \langle y^2 \rangle
$$

(A.7)

are calculated. By differenciating these formula, $\theta$ is to be obtained:

$$
\sin 2\theta (\langle x^2 \rangle - \langle y^2 \rangle) + 2 \cos 2\theta \langle xy \rangle = 0
$$

(A.8)

$$
\theta = \frac{1}{2} \left( \tan^{-1} \frac{\langle xy \rangle}{\langle y^2 \rangle - \langle y \rangle^2} \right).
$$

(A.9)
Thus

\[
\cos 2\theta = \frac{\sigma_y^2 - \sigma_x^2}{\sqrt{(\sigma_y^2 - \sigma_x^2)^2 + 4\sigma_{xy}^2}} = \frac{d}{z} \quad (A.10)
\]

\[
= \frac{2\sigma_{xy}}{\sqrt{(\sigma_y^2 - \sigma_x^2)^2 + 4\sigma_{xy}^2}} = \frac{2\sigma_{xy}}{z} \quad (A.11)
\]

\[
(A.12)
\]

where \(d \equiv \sigma_y^2 - \sigma_x^2\) and \(z \equiv \sqrt{d^2 + 4\sigma_{xy}^2}\). Then Hillas parameters are:

\[
\text{WIDTH} = \sqrt{\frac{\sigma_x + \sigma_y - z}{2}} \quad (A.13)
\]

\[
\text{LENGTH} = \sqrt{\frac{\sigma_x + \sigma_y + z}{2}} \quad (A.14)
\]

\[
\text{DISTANCE} = \sqrt{(\langle x \rangle - x_s)^2 + (\langle y \rangle - y_s)^2} \quad (A.15)
\]

where \((x_s, y_s)\) represents position of the target.
Appendix B

statistical significance

Li & Ma (1983) proposed the statistical methodology for evaluating the reliability of the statistical significance of the gamma-ray signal over the background events, which has been widely accepted in VHE gamma-ray experiments. In general, provided that we pointed the telescopes to the target, for a time of $t_{\text{on}}$ and detected $N_{\text{on}}$ gamma-ray like events, and that $t_{\text{off}}$ and $N_{\text{off}}$ for background observation, a parameter $\alpha$ is defined as $\alpha = t_{\text{on}}/t_{\text{off}}$. Then the number of background events included in $N_{\text{on}}$ is estimated as

$$N_B = \alpha N_{\text{off}}. \quad (B.1)$$

Therefore the number of gamma-ray events, $N_S$ is

$$N_S = N_{\text{on}} - N_B = N_{\text{on}} - \alpha N_{\text{off}} \quad (B.2)$$

Since $N_{\text{on}}$ and $N_{\text{off}}$ are independent measurements, the variance of $N_S$ is calculated as

$$\sigma_{N_S}^2 = \sigma_{N_{\text{on}}}^2 + \alpha^2 \sigma_{N_{\text{off}}}^2, \quad (B.3)$$

using the error propagation formula. Then the significance $S$ is defined with the standard deviation of $N_S$:

$$S = \frac{N_S}{\sigma_{N_S}} = \frac{N_{\text{on}} - \alpha N_{\text{off}}}{\sqrt{N_{\text{on}} + \alpha^2 N_{\text{off}}}}. \quad (B.4)$$

The formula above is simply derived from the Poisson law of $N_{\text{on}}$ and $N_{\text{off}}$. Li & Ma (1983), however, presented the discrepancies between the distribution of the significances computed by the Monte-Carlo simulation and the expected normal distribution in the case of $\alpha \neq 1$, and then they suggested further improvement of the estimation of the standard deviation of $N_S$. 
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When we estimate the probability that the observed signal was due only to the background, it should be assumed that all the observed signal, not only $N_{on}$ but also $N_{off}$, were derived from the background. Under the assumption, $N_{on}$ would follow the Poisson distribution with expected count of $\langle N_B \rangle$ and $N_{off}$ with $\langle N_B \rangle/\alpha$. Then Eq. B.3 is written as

$$\sigma_{N_S}^2 = \sigma_{N_{on}}^2 + \alpha^2\sigma_{N_{off}}^2 = (1 + \alpha)\langle N_B \rangle. \tag{B.5}$$

Here $\langle N_B \rangle$ is obtained more accurately than Eq. B.1:

$$\langle N_B \rangle = \frac{N_{on} + N_{off}}{t_{on} + t_{off}} = \frac{\alpha}{1 + \alpha}(N_{on} + N_{off}). \tag{B.6}$$

Then the estimation of the standard deviation of $N_S$ is derived from above two equations as

$$\sigma_{N_S} = \sqrt{(1 + \alpha)\langle N_B \rangle} = \sqrt{\alpha(N_{on} + N_{off})}, \tag{B.7}$$

which yields the significance

$$S = \frac{N_{on} - \alpha N_{off}}{\sqrt{\alpha(N_{on} + N_{off})}}. \tag{B.8}$$

Li & Ma (1983) also showed Eq. B.8 underestimated the significance for $\alpha < 1$ and over-estimated for $\alpha > 1$.

They suggested another method of estimating the significance by using the method of hypotheses test in mathematical statistics. Here we treat two unknown parameters, the expected number of source photons $\langle N_S \rangle$ and the background $\langle N_B \rangle$, and “null hypothesis” puts $\langle N_S \rangle = 0$. If the null hypothesis is true, the significance is calculated to

$$S = \sqrt{-2\ln \lambda}, \tag{B.9}$$

where $\lambda$ is the maximum likelihood ratio:

$$\lambda = \left[ \frac{\alpha}{1 + \alpha} \left( \frac{N_{on} + N_{off}}{N_{on}} \right) \right]^{N_{on}} \left[ \frac{1}{1 + \alpha} \left( \frac{N_{on} + N_{off}}{N_{off}} \right) \right]^{N_{off}}. \tag{B.10}$$

Fig. B.1 shows the comparison of the probability derived from Eq. B.4, Eq. B.8, Eq. B.9 and the standard normal distribution for $\alpha < 1$ and $\alpha > 1$(Li & Ma, 1983). Eq. B.9 gave the most consistent result with the Gaussian, which we adopted in this thesis.
Figure B.1 Integral frequency distributions of the significance of the Monte-Carlo samples (Li & Ma, 1983). Solid line represents the Gaussian distribution. Eq. B.4, Eq. B.8 and Eq. B.9 are represented by pulses, crosses and filled circles, respectively.
Appendix C

Spindown luminosity and magnetic field of pulsar

A pulsar is generally approximated as a magnetic dipole. Since the magnetic dipole is inclined from the rotation axis, the magnetic dipole moment shows a periodic variation at a large distance. Therefore the electromagnetic radiation is observed, and the pulsar lose its energy through the radiation.

The energy loss of magnetic dipole radiation is

\[ \frac{-dE_{\text{rad}}}{dt} = \frac{B^2 R^6 \Omega^4 \sin^2 \alpha}{6c^3}, \quad (C.1) \]

where \( B \) and \( R \) are a radius and a surface magnetic field of the pulsar, respectively, \( \alpha \) is an angle between the rotation and magnetic axis. On the other hand, we can estimate the energy loss in the rotational energy \( E_{\text{rot}} \) as follows,

\[ E_{\text{rot}} = \frac{1}{2} I \Omega^2 \quad (C.2) \]

yields

\[ \frac{-dE_{\text{rot}}}{dt} = -I \Omega \dot{\Omega}, \quad (C.3) \]

which is called the spindown luminosity. From Eqs.C.1 and C.3, we can derive the surface magnetic field by assuming \( dE_{\text{rad}}/dt = dE_{\text{rot}}/dt \),

\[ B = 3.1 \times 10^{30} \sqrt{P \dot{P}} \text{ G}, \quad (C.4) \]

with \( R = 10 \text{ km}, I = 10^{45} \text{ g cm}^2 \) and \( \alpha = 30^\circ \), typically \( 10^{12} \text{ G} \) (\( P \sim 1 \text{ sec} \) and \( \dot{P} \sim 10^{-15} \)).
Appendix D

Braking index and characteristic age of pulsar

It is generally believed the “spindown law” of the time evolution of its angular velocity:

\[
\dot{\Omega} = -k\Omega^n,
\]  

where \( k \) and \( n \) are constants and the latter is called a braking index. By integrating Eq. D.1, we can calculate the age of the pulsar \( \tau \) as,

\[
\tau = -\frac{P}{(n-1)P}\left(1 - \frac{P_0}{P}^{n-1}\right),
\]

in which \( P_0 \) represents the (unknown) initial period of the pulsar. Assuming \( n \neq 1 \) and \( P \ll P_0 \), the approximation yields the characteristic age \( \tau_c \) as

\[
\tau_c = -\frac{1}{n-1} \frac{P}{P}.
\]

For the magnetic dipole braking, the braking index turns to be \(-3\). Differentiation of Eq. D.1 shows the braking index is directly derived from the measurement if the second differential of the period is provided:

\[
n = \frac{\Omega \ddot{\Omega}}{\dot{\Omega}^2} = 2 - \frac{P \ddot{P}}{P^2},
\]

even though the measured braking indices are mostly larger than \(-3\).
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